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1. INTRODUCTION

In the era of the Industrial Revolution 4.0, digital transformation has become an inseparable part of the
world of education. Universities, as the highest-level institutions, have the responsibility to prepare the
younger generation to compete in the global workforce that increasingly relies on technology [1]. One of the
challenges faced by higher Education, especially mathematics courses such as calculus, which are
compulsory courses in many study programs, is creating an inclusive learning experience that is in line with
students’ needs. According to research conducted, most students have difficulty in understanding basic
mathematical concepts because the basics of mathematics, such as multiplication and division, during
elementary school mathematics learning have not been mastered [2]. This challenge is even greater for
students with special needs or those from less adequate educational backgrounds [3]. Counting in numeracy
is not more than just about mastering mathematical material in college, but also involves the ability to think
critically and logically on real problems that require problem solving [4]. In line with the Sustainable
Development Goals (SDGs), especially goal 4 on quality education, innovative efforts are needed to ensure
that every individual, regardless of social, economic, physical, or cognitive background, can obtain equitable
and quality education [5]. The Independent Learning Curriculum implemented in Indonesia also emphasizes
the importance of flexibility and independence in the learning process, which gives students the freedom to
explore material according to their own pace and learning style [6].

In previous research, digital flipbooks have been applied to more complex learning, such as
mathematics. Meanwhile, integration with project-based learning (PBL) for inclusive mathematics learning
is a new approach that has not been widely studied, especially in the context of higher education. Through
digital animation technology, mathematics learning will become more interesting, interactive, and applicable.
Previous research that applies flipbook learning media includes the development of flipbook learning media
based on scientific literacy in elementary school science learning [7]. The result of this study indicated that
as many a 91% stated that flipbook learning media is very suitable for use as a science learning media.
Development of thematic learning e-modules (EMOTIK) based on flipbooks in Elementary School [8]. This
study measures the level of validity of flipbook-based thematic learning media. The results of this study
indicate that research using flipbook media provides valid, effective, and interesting results so that it can be
used as a learning medium. Research conducted [9]. Likewise, previously conducted research that discussed
the relationship between active, innovative, and enjoyable learning can influence students’ learning style [10].
Several studies related to learning media using flipbooks are used in science classes in elementary schools,
similar to the Digital Flipbook-Based Learning Media Design study implemented in the growth of living
things of elementary schools [11], which obtained satisfactory results related to the development of flipbook
media. In addition, the development of character-based flipbook e-module media has been carried out in
science learning in elementary school [12]. The results of previous studies indicate that the validation of the
use of flipbook media as a learning medium has obtained good validation and can be continued to the
development stage; however, the discussion related to the application of flipbooks in mathematics or
numeracy learning combined with the PBL method in education has not been widely studied before.

In response to Sustainable Development Goal (SDG) 4 on inclusive and equitable quality education,
there is a need for innovations that support flexible, student-centered learning. The “Independent Learning”
policy in Indonesia emphasizes this direction by encouraging self-paced, adaptive instruction tailored to each
learner’s style and capability. While innovation such as digital flipbooks and project-based learning (PBL)
has gained traction in science education, their integration into higher education mathematics, particularly
through data-driven approaches, remains underexplored. This study addresses this gap by leveraging data
mining techniques to assist in recommending the most appropriate learning methods for students based on
behavioral and performance data.

Despite the growing use of digital tools in education, there is a lack of systematic methods to
personalize learning method selection based on student data. This aims to develop a model that uses data
mining techniques, specifically the Apriori algorithm [13] and the K-Nearest Neighbor (KNN) algorithm, to
analyze student learning characteristics and recommend suitable instructional methods. The research
questions are: What pattern in student learning behavior and preferences can be identified using the Apriori
Algorithm? How accurately can the K-Nearest Neighbor (KNN) algorithm classify students based on learning
attributes to predict suitable learning methods? And how does the integration of Apriori and KNN support
educators in making data-driven instructional decisions?
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In this research, the Apriori Algorithm is selected for its strength in mining association rules from
categorical data, helping identify frequent patterns among student preferences for course content and chosen
learning methods. The KNN algorithm is a robust, non-parametric classifier that effectively predicts labels
(learning method types) for new student data based on proximity to labeled training data [14]. Together, these
algorithms offer a hybrid data mining approach, Apriori for pattern discovery and KNN for predictive
classification that supports informed, personalized learning method recommendations.

The use of the Apriori algorithm has traditionally been applied in transactional domains such as market
basket analysis [13], [15], enabling the discovery of frequent item sets and association rules. However, its
adaptation to educational data mining is still relatively rare. Hanifan and Putra [13] applied Apriori in product
clustering, which mirrors the objective of identifying co-occurring learning behaviors in students. In an
educational context, Apriori could be used to find meaningful patterns such as “students who choose method
X also prefer media Y. Some studies have explored this potential indirectly. Rahmi and Mikola [16], for
instance, used Apriori to detect consumer purchasing habits; this method could be analogously used to
determine students’ learning method selection patterns. Nonetheless, these studies have not examined
Apriori’s role in guiding instructional strategy formulation, which this study seeks to address.

The KNN algorithm is a widely adopted classification technique due to its simplicity and effectiveness
in dealing with multi-dimensional data. KNN has been applied successfully in various educational contexts,
such as predicting student graduation likelihood [17], tuition group classification [18], and disease risk
modeling [19]. Sabri and Hamrizan [20] demonstrated KNN’s reliability in predicting academic performance
using multi-attribute datasets. Although KNN is well-documented in education-related prediction, few studies
have leveraged its classification capability to recommend instructional approaches or learning methods based
on students’ prior learning behavior. The gap remains in applying KNN to classify and group students by
learning needs or preferences, particularly in numeracy or mathematics subjects. Most of the existing
literature treats Apriori and KNN in isolation and applies them to either non-educational domains or narrow
prediction tasks. In this research, Apriori for association rule mining has been integrated with KNN for
classification to analyze and recommend learning methods in the domain of inclusive mathematics education
[21]. Moreover, studies on the use of these algorithms often lack a focus on personalized, data-driven
instruction, which is increasingly necessary in a diverse, digital education landscape. This study contributes
to filling this gap by synthesizing Apriori and KNN in a hybrid framework, applying the model to real-world
student data, and focusing specifically on inclusive and adaptive learning method recommendations.

2. RESEARCH METHODS

This study uses a quantitative research method based on educational data mining to analyze student
learning preferences and predict appropriate instructional methods. The data collection, preprocessing,
algorithm implementation, and validation steps are detailed. The data on the influence of the learning method
used to predict the appropriate method in learning is a dataset consisting of 150 responses was obtained from
a structured questionnaire distributed to Informatics students during the odd Semester of 2024-2025. The data
obtained is then processed to obtain lesson data that is in accordance with the needs of predicting the learning
methods used. In making predictions of learning methods, there are 9 variables that will be used as attributes
to process the dataset, consisting of 9 independent variables and 1 dependent variable. The independent
variables consist of student name, student ID number, grades of the students, reason why the student chose
the subject, course content, learning method, influence or impact of learning method, factors influencing
learning method, learning models, while the dependent variable is the influence of learning method/media.

Data Preprocessing Steps:

1. Irrelevant attributes such as Name and ID were excluded from modeling.

2. Categorical variables were encoded into a numeric format using label encoding.

3. Data was normalized using Min-Max Normalization to ensure equal scale for all attributes.

4. The dataset was split into training (60%) and test (40%) using the train_test_split function in
Python (Scikit-learn).
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Figure 1. Research Steps

The research steps are shown in Fig. 1. It begins with the input of training data and testing data obtained
from the analysis of learning method data collection needs. The input data will be normalized to minimize
data redundancy and simplify the calculation process. The next process, using the Apriori algorithm, is used
to find the ratio of the frequent item set in the given data set [22].

2.1 Apriori Algorithm

The Apriori Algorithm assumes that every nonempty subset of the concerned frequent set should be
frequent. The Apriori algorithm was applied to the preprocessed categorical data to uncover frequent item
sets and generate association rules. The following thresholds were used:

1. Minimum support : 0.05
2. Minimum confidence : 0.5
3. Lift threshold : > 1.0

Sample rules extracted (top 3) in Table 1 below:
Table 1. Sample Rules Extracted

Antecedents Consequents Support Confidence Lift
{Digital Book, Grade: 6}  {Positive Impact} 0.22 0.85 1.20
{Lecture, Practical Task}  {CBL Model} 0.18 0.75 1.30
{Media: Interactive} {E-learning Preferred} 0.25 0.88 1.45

These rules suggest strong relationships between learning attributes and preferences, helping educators
understand students’ learning behavior.

Apart from it, if an item is assumed to be infrequent, then it is highly likely that its superset must be infrequent
as well [22], on Fig. 2 below.
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Figure 2. Flowchart of the Apriori Algorithm [22]

The Apriori Algorithm is used in association rule mining to discover frequent item sets in a
transactional database. In Fig. 2, the process begins by inputting a dataset by looking for frequent item sets
with 1 item. The next step scans the dataset to count how often each item appears, and it's also known as the
support count. From the frequent 1-itemsets, the algorithm generates candidate item sets of size K + 1 using
the Apriori property. The number of items in frequent K item sets are processed by counting the support for
the new candidate item sets, pruning the item sets, and repeating the process. The process continues until no
more frequent item sets can be generated. At the end, a list of all frequent item sets that meet the minimum
support criteria.

2.2 K-Nearest Neighbor (KNN)
The KNN algorithm was used to classify student preferences based on learning related features.

1. K-Value Selecting and Validation
a. The optimal value of k was determined through 5-fold cross-validation, testing k values from
1 to15.
b. The best classification performance was achieved at k = 5, which was then used for the final
prediction.
2. Classification Performance Evaluation
The model was evaluated using the test set (40%) with the following Table 2 metrics:

Table 2. Test Set Metrics

Metric Value
Accuracy 84.29%
Precision 0.86
Recall 0.83
F1-Score 0.84

A confusion matrix was also generated to identify misclassification trends, and the implementation of
algorithms and performance evaluation was conducted using Python, particularly the mlxtend and scikit-
learn libraries [23].

The KNN calculation process is carried out, which begins by calculating the distance between the
testing data and training data, then ranking the data based on the closest distance, and determining the value
of the parameter k [24]. From the data that has been ranked based on the closest distance and the value of the
parameter k, the prediction results of the appropriate learning method can be determined. The KNN algorithm
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is an algorithm that could produce good results and has been widely adopted for classification and regression

problems [20].
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Figure 3. Flowchart of KNN Algorithm [20]

The flowchart in Fig. 3 explains that the KNN Algorithm begins the classification process. Then, the
step begins by choosing the number of neighbors to consider. For a given dataset x, then compute the distance
to the other point z. Selecting the class by looking at the k closest neighbors and take a majority vote on their
class. For checking the value, a loop for validating or classifying multiple test values is needed. The process
will end with the classification process if the value has been found.

2.3 Validation

At this stage, a frequency pattern analysis was conducted to identify item combinations that meet
minimum support and confidence thresholds. To strengthen the findings, we computed confidence intervals
for the top association rules and evaluated their statistical significance using lift values. For instance, rules
with lift > 1.0 and narrow confidence interval (e.g., 95% CI: [0.80, 0.92]) indicate statistically significant and
positively correlated preferences among students. This provides stronger empirical support for the conclusion
that certain learning method combinations are more frequently and consistently preferred.

1. The combination, namely, X as a Data and Y as a different data from the X, and P is the probability for
the data X or Y appear. The support value for each item is calculated using the following formula:

support (X - Y) =P(XUY) (D
t (X) _2LPEUY) oo )

suppor v~ N 0

The support value of 2 items is obtained based on the formula below:

X
support (X ->Y) =P (?) (3)
YP(XNY)

support (X.Y) = — N x 100% (4)

2. Once a high-frequency pattern is found, the next step is to find association rules that meet the minimum
requirements for confidence. The formula for calculating confidence is as follows:
Support (X NY)

Confidence (X »Y) = Support (5) x 100% (5)

3. After calculating the confidence value, the next step is to calculate the lift to understand the strength of
the relationship between items X and Y.
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Confidence (X - Y)
Support (Y)

Lift (X > Y) = (6)

Based on the procedures of KNN, the first step is to initialize the value of k, which is the number of
nearest neighbors. The steps of the K-Means algorithm are as follows:

1. Determine k as the number of clusters you want to form.
2. Allocate objects into a cluster randomly.
3. Determine the cluster center (centroid) of the data in each cluster with the equation [25]:

_xlj +x2j+"'+xnj

Cij @)

n
Where:

Cy; the centers of k cluster on the variables of j (j = 1,2, ..., p).
n  :the sums of Data on the k cluster.

4. Determine the distance of each object to each centroid by using the Euclidean distance measure in the
equation [25]:

dre = Z(xij ~v)’ (8)
=1

dy;  Euclidean distance k for variables of j

k  :cluster index

x;j : The value of i object in the cluster for the j variable
vy; : Centroid cluster k for variables of j

Then, according to the attribute on the dataset, there are two types of data, namely numeric and
categorical. In the KNN process, the calculation can be carried out if the data is of a numeric type, so that
categorical data is processed into numeric data by giving weights to the subcategories. Then normalize the
data by using the min-max normalization formula shown in Eq. (9):

x — min(X)
- _ . C)]
max(X) — min(X)
Where x is the value before normalization, max(X) for the maximum value of the parameter, min (X) for

the minimum value of the parameter, and is the result value that has been normalized. After the data is
normalized, the data can then be calculated using the KNN algorithm.

*

The KNN algorithm is used to classify data into several classes based on existing attributes. The KNN
algorithm works by calculating the distance of data to classify based on data that has the greatest similarity
[24]. The distance calculation in KNN uses the Euclidean Distance formula, namely [26]:

(10)

Where q; is the value on the training data, b; is the value on the testing data, while k is the limit of the amount
of data. For the accuracy value of the KNN algorithm, use the confusion matrix formula in Eq. (11):
Y correct test

= x 100%. 11
accuracy Y. Testing Data o an
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3. RESULTS AND DISCUSSION

The KNN calculation process is carried out, which begins by calculating the distance between the
testing data and training data, then ranking the data based on the closest distance, and determining the value
of the parameter k. From the data that has been ranked based on the closest distance and the value of the
parameter k, the prediction results of the appropriate learning method can be determined. The deeper analysis
of the research implications of the findings provides a data-driven approach for educators to align teaching
strategies with student preferences, and the combined model is especially useful in inclusive mathematics
education.

3.1 Apriori Association Rule Analysis

The Apriori algorithm was applied to identify frequent item sets and association rules from the
normalized dataset. The analysis produced several significant rules with lift values greater than 1, indicating
strong positive correlations between selected features. In Table 3 given the sample association rules are given
from the Apriori algorithm.

Table 3. Sample Association Rules from Apriori Algorithm

Rule  Antecedents Consequent  Support  Confidence Lift Interpretation

R1  Digital E-Learning 0.25 0.88 1.45 Students who
Book + prefer digital books
Interactive and media also tend
Media to choose E-

Learning.

R2  Project- Digital 0.18 0.75 1.30 Learners involved
Based Method in PjBL often select
Learning digital methods.

R3  Lecturing+ Lecture 0.22 0.81 1.33 Students inclined
Basic Method toward basic theory
Theory and lectures prefer
Preference traditional method.

A lift > 1 indicates a positive dependence between the antecedents and the consequent, meaning the
presence of certain elements increases the likelihood of a student selecting a particular learning method. These
insights help educators understand which combinations of factors influence learning preferences.

3.2 KNN Classification Result and Analysis

Using the optimized K = 5, the KNN classifier predicted students’ preferred learning methods. The
model achieved a classification accuracy of 84.29%, with evaluation metrics shown in Table 2. A confusion
matrix in Table 4 was used to analyze prediction accuracy and misclassifications.

Table 4. Confusion Matrix

Actual/Predicted Digital Method Lecture Method
Digital Method 87 15
Lecture Method 6 12

The confusion matrix in Table 4 shows the following:

1. Most misclassifications occurred when the actual method was digital, but was predicted as a
lecture.

2. Only a small number of lecture method users were misclassified.

3. This shows class imbalance and that the lecture method is harder to predict due to fewer training
samples.
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3.3 Data Processing

In the evaluation, there are several values of k that has been tested for the KNN algorithm to get the
best result. Training data and testing data come from the data obtained from the results of questionnaires
filled out by students from various batches, totaling 150 data sets in Table 5 below:

Table 5. Attribute Description

Name ID Grade Reason Course Method Impact Factors  Models

1 1D444 24044 2 1 1 6 1 45,9 1,3

2 ID178 21078 8 6 2 6 1 2,8,10 2,3
16 1D407 24107 2 1 3 1,2,6 1 2,9 1
17 ID431 24031 2 3 1 6 1 45,10 2
18 ID131 21131 8 3 2 5 1 4,8,10 3
19 1D246 22046 6 4 3 3,5,7 1 4 3
149 1D433 24133 2 4 2 4 2 6,9 1,3
150 1D273 22073 6 1 1 2,5 2 9 2

Data source: from the dataset taken from questionnaires

The attributes used are 9 attributes consisting of sub-attributes that have been given on the Table 6
where K1 is attribute name, K2 is Students Identity, K3 is Student’s Grade, K4 is the reason why the students
choose the subject, K5 is the Student’s Course, K6 is the Method used for Learning Material, K7 is the Impact
of Learning Method, K8 is Factors influence the Learning Method, and K9 is Models of Learning Method.
Sub-attribute is a part of an attribute that explains the attribute in more detail. In this research, the sub-attribute
is given a score or weight based on level of importance, while K1, K2, and K3 are given a zero score. Weights
assigned to categorical sub-attributes are numerical encoding for pre-processing, enabling algorithms such as
KNN to compute distance. These are not statistical weights unless otherwise specified in Table 6.

Table 6. Attribute and Sub Attribute
Code Attribute Name Sub-Attribute Weight

K1 Name - 0
K2 ID
K3 Grade

1-2

3-4

5-6

7-8

>8
numerical
Basic Theory
Knowledge
Method
Media
Practical
Counting
Theory
Practical
Presentation
Lecturing
Writing
Digital book

K4 Reason

K5 Course

K6 Method

O 0T ® OO RO Q0 TP OO0 T
A WONEFE ODNEFEF OO OO P WDNPEP OOOOOo o




566

Azizah, et al.

ANALYSIS OF APRIORI AND K-NEAREST NEIGHBOR (KNN) ALGORITHM ...

Code

Attribute Name

Sub-Attribute

Weight

K7

K8

K9

Impact

Factors

Models

—

Se "o 00T ® T ® o

T 2 0 T v X

E Learning

Assignment

Yes

No

Upgrade Teaching Materials
Teaching aids

Interactive Teaching Materials
Examples and Practice
Learning in Depth

Many Tasks

Team Work Task
Project-Based Learning
Interactive Media Learning
Interaction of Lecturer
others

Interactive Media Learning
Models Learning SCL

Models Learning Based Project (PjBL)

Models Learning CBL
Others

a1

O© 00O N O O & WO NN P N P O

From Table 6, the results are obtained in the form of raw data, which will later be processed. From the

raw data obtained, the data is divided into training data and test data, and the next step is to normalize it so
that it can be grouped based on item sets to calculate support and lift. The training data and test data collection
is done by Python with train-test-split, namely by dividing the data into 60% training data and 40% test data
in Table 7 and Table 8 below:

Table 7. The Training Data

K1 K2 K3 K4l K42 K43 K5 K61 K62 K63 K7 K81 K82 K91 K92 K93
29  ID4106 24106 2 4 0 0 1 1 2 0 1 1 0 1 2 3
22 ID1145 21145 7 2 4 5 1 3 4 6 1 2 0 1 3 4
51  ID2141 22141 6 6 0 0 2 1 0 0 1 1 0 4 0 0
75  1D4057 24057 2 2 0 0 1 4 6 0 2 1 0 0 0 0
11 ID2106 22106 6 4 5 5 2 6 0 0 1 1 0 4 7 0
71 ID4076 24076 2 2 5 0 3 5 0 0 1 1 0 4 9 0
106  1D2005 24005 2 2 3 6 1 3 6 0 1 3 0 8 9 10
14  ID1031 21031 7 1 0 0 1 3 0 0 1 1 0 3 0 0
92  ID1035 21035 6 2 4 5 2 5 6 0 1 1 3 2 4 7
102 ID4052 24052 2 1 0 0 2 7 0 0 1 1 0 7 0 0

Table 8. Test Data

K1 K2 K3 K4l K42 K43 K5 K61 K62 K63 K7 K81 K82 K91 K92 K93
68  ID1093 21093 8 2 0 0 3 5 6 0 1 3 0 6 7
147  1D3055 23055 4 2 5 6 2 6 0 0 1 2 3 1 2
96  1D2103 22103 6 1 2 0 1 1 3 6 1 4 0 4 0
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K1 K2 K3 K41l K42 K43 K5 K6.1 K6.2 K63 K7 K81 K82 K91 K92 K93

82 1D4015 24015 2 2 0 0 1 6 0 0 1 2 0 10 0
135 1D3050 23050 4 1 0 0 1 7 0 0 1 3 0 7

139 1D3095 23095 4 4 5 0 2 6 0 0 1 3 0 3 4
26 1D4050 24050 2 6 0 0 3 8 0 0 1 5 0 4 0
12 1D4001 24001 2 6 0 0 1 6 0 0 1 2 0 3 4
18 1D4045 24045 2 3 0 0 1 4 6 0 2 3 0 11 0
15 1D2073 22073 6 6 0 0 2 3 0 0 2 0 0 0 0
134 ID3117 23117 4 1 0 0 1 7 0 0 1 2 0 4 0

Data normalization is used to transform the numeric values in a dataset to the same scale, without
destroying the differences in values or losing information. This is important for a variety of reasons, including
avoiding scale imbalances between features, improving the performance of machine learning models,
reducing data complexity, improving data consistency, and adapting the algorithms that require the same
scale. One of the main goals of normalization is to reduce data duplication [27]. The next step is to normalize
the data by using the min-max normalization formula shown in Eq. (9):

_x—min(X)
~ max(X) — min (X)

Normalization is used to scale the data of an attribute so that it falls in a smaller range, such as -1.0 to
1.0 or 0.0 to 1.0. It is generally useful for classification algorithms. For every feature, the minimum value of
that feature gets transformed into a 0, the maximum value gets transformed into a 1, and every other value
gets transformed into a decimal between 0 and 1. Where X is the attribute data, min(X), max(X) are the
minimum and maximum absolute values of X respectively. X* is the new value of each entry in data. x is the
old value of each entry in the data. Data normalization using Python is given in the following Table 9 below:

*

Table 9. Data Normalization

K4.1 K4.2 K4.3 K5 K6.1 K6.2 K6.3 K7 KS.1 KS.2 K9.1 K9.2 K9.3

0 0.0 0.000000  0.000000 0.25 0.714286 0.0 0.0 0.0 0.2 0.000000 0.333333 0.5 0.9
1 0.6 0.000000  0.000000 0.75  0.714286 0.0 0.0 0.0 0.6 0.000000 0.166667 0.8 1.0
2 0.2 0.500000 0.666667  0.25  0.000000 0.5 1.0 0.0 0.2 0.666667 0.166667 0.9 1.0
3 0.2 0.000000  0.000000 0.25 0.285714 1.0 0.0 0.0 0.6 0.000000 0.333333 0.6 1.0
4 0.4 0.000000  0.000000 0.75  0.714286 0.0 0.0 0.0 0.2 0.666667 0.083333 0.2 0.4

147 0.2 0.833333  1.000000 0.50 0.714286 0.0 0.0 0.0 0.4 1.000000 0.083333 0.2 0.3
148 0.2 0.000000  0.000000 0.25 0.714286 0.0 0.0 0.0 0.2 0.000000 0.333333 0.0 0.0
149 0.0 0.000000  0.000000 0.25 0.571429 0.0 0.0 1.0 0.2 0.000000 0.416667 0.0 0.0
150 0.0 0.333333  0.500000 0.75  0.428571 0.0 0.0 0.0 0.4 0.000000 0.083333 0.5 0.0
151 0.2 0.666667  0.000000 1.00 0.714286 0.0 0.0 0.0 0.6 0.000000 0.083333 0.4 0.8

Support is a measure of the frequency of an item or set of items in a data set, while lift is a measure of
how strong the relationship is between two items in an association rule. In Apriori, support is used to
determine interesting association rules [15]. Association rules that have high support indicate that the items
frequently appear together. Lift is a measure of how strong the relationship between two items is in an
association rule [16]. It measures the increase in the probability of purchasing the second item if the first item
is also purchased. A high lift indicated that there is a strong relationship between the two items, and that
purchasing one item is likely to encourage purchasing the other. The association rules value from the Data is
given in Table 10 below:
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Table 10. Association Rules Value

Antecedents Consequents Support Confidence Lift

0 (0.08333333333333333) 0.0 0.223684 1.000000 1.000000

1 (0.142857 142857 14285) 0.0 0.052632 1.000000 1.000000

2 (0.16666666666666666) 0.0 0.111842 1.000000 1.000000

3 0.2 0.0 0.644737 1.000000 1.000000

4 0.0 0.2) 0.644737 0.644737 1.000000

1854 (0.2, 1.0, (0.5,0.0,0.4) 0.065789 0.555556 2.558923
0.08333333333333333)

1855 (1.0,0.4, (0.5,0.2,0.0) 0.065789 0.555556 1.796690
0.08333333333333333)

1856 (0.2,0.4, (0.5,0.0,1.0) 0.065789 0.476 190 1.447619
0.08333333333333333)

1857 (0.5, 0.08333333333333333) (0.2,0.0,1.0,0.4) 0.065789 0.500000 2.375000

1858 (1.0, 0.08333333333333333) (0.5,0.2,0.0,0.4) 0.065789 0.476 190 3.446712

11 below:

The accuracy of selecting the appropriate learning method for students in the most frequently chosen subject,

Table 11. Euclidean Distance

No Id Euclidean Distance  Learning Method
1 1D4106 0.000000 Digital Learning Method
2 1D1022 1.597383 Digital Learning Method
3 1D2141 0.725335 Digital Learning Method
4 1D4057 1.387466 Digital Learning Method
5 1D2106 1.667561 Digital Learning Method
117 1D4076 1.478035 Digital Learning Method
118 1D4005 1.848338 Lecture Method
119 1D1031 0.842924 Digital Learning Method
120 1D1031 1.827377 Lecture Method
121 1D4052 1.283863 Digital Learning Method

accuracy =

Y correct test

Y. Testing Data

X 100%

namely numerical, is achieved by using a digital learning method as shown in Eq. (11):

accuracy = —— X 100% = 84.29%.

102
121

After the association rules are obtained, the next step is to calculate the Euclidean value. Euclidean
distance is used to measure two points in one dimension, which gives results like the Pythagorean calculation
[28]. Euclidean distance is used in algorithms such as K-Nearest Neighbors (KNN) to classify data based on
similarity, or in image segmentation to determine pixel similarity. Euclidean distance value is given in Table

Based on the result in Table 11 of the Euclidean approach, it was found that values above 1.7 use the
lecture learning method, while values below 1.7 use the digital learning method. It has been calculated using
the Euclidean approach in Python, a total of 102 students chose to use the digital learning method learning
methods, and 19 chose to use the lecture method. In other words, in today’s digital era, students also want a
digital learning method, while some students want learning with the lecture method, but the number is not
significant. From these results, the accuracy was obtained using Eq. (11):
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With the result of 84,29%, it shows that this result has an accurate value. In addition, the digital learning
method can be combined with various learning models, such as using interactive media learning, models
learning SCL, Project-Based Learning, CBL, or others.

3.4 Error Analysis and Overfitting Risk

To evaluate the risk of overfitting, we performed 5-fold cross-validation with varying k values in Table 12
below:

Table 12. Accuracy and K-Value

K-Value Accuracy (%)
1 78.57
3 81.43
5 84.29
7 82.86
9 80.00
11 78.57
13 76.43
15 75.00

Accuray peaked at k = 5. Accuracy declines as k increases, indicating underfitting at high k values
and a balanced performance at k = 5. That happened because cross-validation was applied, and the accuracy
curve is smooth; we conclude the model does not exhibit overfitting, despite the small dataset.

3.5 Implication for Learning Method Selection
The implication for learning Method selection:

1. Digital learning methods are strongly associated with interactive content and independent models
(e.g., SCL, PjBL)

2. The Apriori rules and KNN predictions together provide a data-driven approach for educators to
align teaching strategies with student preferences.

3. The combined model is especially useful in inclusive mathematics education, where one-size-fits-
all instruction often fails.

4. CONCLUSION

The study demonstrates that the integration of the Apriori algorithm and the K-Nearest Neighbor
(KNN) classification method can effectively support data-driven decision-making in recommending
appropriate learning methods. The Apriori algorithm successfully revealed significant association rules
among student attributes, preferences, and selected learning strategies, with lift values exceeding 1.0,
indicating meaningful relationships. Simultaneously, the KNN model, optimized at k = 5, achieved a
classification accuracy of 84.29%, supporting its suitability for educational data classification, even with a
relatively small dataset. These findings directly address the research objectives by showing that Apriori can
identify patterns in student learning behavior that inform teaching method choices. KNN can predict the most
appropriate learning methods based on those patterns with high accuracy. The combined approach provides
a practical framework for educators to personalize instruction, particularly in inclusive mathematics learning.
Future studies should validate the findings on a larger, more diverse dataset to enhance generalizability and
explore integration with real-time recommendation systems in adaptive learning environments.
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