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1. INTRODUCTION

Generalized linear mixed models (GLMMS) are a statistical model that combines elements of both
generalized linear models (GLMs) and linear mixed models (LMMs) [1]. It allows for the analysis of data
with hierarchical or correlated structures, such as longitudinal data or data with repeated measurements on
the same subjects. GLMMs integrate the flexibility of GLMs in handling non-normal distributions with the
capability of mixed models in addressing hierarchical or correlated structures in the data. GLMMs estimate
fixed and random effects and are especially useful when the response variable is binary, ordinal, count, or
guantitative but not normally distributed [2]. GLMMs are employed to fit multilevel models for binary
response variables, while constraining the covariates to exert linear effects on a transformed scale of the
response variable [3]. In a GLMM, random effects can be modeled to account for variation between groups
or subjects, while fixed effects represent the influence of predictor variables. Because GLMM is a
combination of GLM and LMM, the GLMM component consists of the response variable (Y), the
independent variable coefficient (8), the predictor variable (X), random effect (v), and model error (¢) [4].

Tree-based models find subgroups in different data regarding model parameters [5]. Tree-based models
are useful for handling plenty of prospective predictor variables and automatically detecting relations among
them [6]. The GLMM trees method is a tree-based algorithm developed to find relationships and non-
linearities in GLMMs [6]. GLMM trees allow for the identification of treatment-subgroup interactions by
considering the cluster structure of the dataset. This technique uses GLMM to estimate random effect
parameters and model-based recursive partitioning to find treatment-subgroup interactions [6]. Model-based
recursive partitioning performs automatic detection of treatment subgroups identified by predictive factors
[7]. By considering potential relationships between observations in multilevel and/or longitudinal data sets,
this approach extends the GLM trees algorithm. GLMM trees were originally developed for clustered cross-
sectional data, but nowadays this method is also used for longitudinal data [8].

The application of GLMM trees to educational data has been conducted by [9], particularly in exploring
potential variations in student learning outcomes on the 9 Grade On-Track to Graduation (9G-OTG)
indicator and high school graduation rates. Other studies applying GLMM trees to health datasets include
those conducted by [10], [11]. The application for socio-economic datasets has been carried out by [12] who
examined poverty in Indonesia and [13] to model the employment status of residents of Bogor Regency and
Pangandaran Regency, West Java Province, using the GLMM trees approach.

The application of tree-based mixed models to various classes of response variables in the exponential
family is extended by the generalized mixed-effect trees (GMET) method [14]. This method could handle
clustered data structures as GLMM does. In the GMET maodel, the response variable Y from the exponential
family distribution makes up the random component. The fixed component of the GMET model is non-linear
and is substituted by a function f(X;) estimated through a tree-based algorithm. The GMET method was first
developed and applied to educational data by [14] to simulate dropout rates of students in a variety of
bachelor’s degree programs at Politecnico di Milano. The results show that GMET outperforms CART when
there is a random effect. Moreover, GMET has been applied in research on the temporary unemployment rate
in West Java [15] and a study on the classification of household poverty in West Java [16].

In this study, the author empirically analyzes the Madrasah Aliyah teacher certification obtained
through the Teacher Professional Education program, or “Pendidikan Profesi Guru” (PPG), by applying the
GLMM trees and GMET methods. These methods are particularly well-suited for the structure of the data,
which involves hierarchical or grouped observations [6], [14]—such as teachers nested within different
subject areas. Both methods enable the accommodation of variability across subjects through the inclusion
of random effects. By treating subject area as a random effect, GLMM trees and GMET allow for the
modeling of unobserved heterogeneity among different groups, accounting for the possibility that
certification outcomes may systematically vary by subject. Additionally, both methods combine the strengths
of mixed-effects modeling with decision tree algorithms, making them capable of capturing complex
interactions and nonlinear relationships between predictors and certification outcomes. This analytical
approach is expected to yield more robust and interpretable insights into the factors influencing teacher
certification success, while also revealing whether certain predictors have different effects across subject
groups.

The teacher certification program is one of the government’s priority programs following the issuance
of Law No. 14/2005 on Teachers and Lecturers. Between 2007 and 2017, teacher certification was conducted
through the Teacher Professional Education and Training program, or “Pendidikan dan Latihan Profesi
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Guru” (PLPG). However, the PPG program has been used to provide teacher certification since 2018. The
teacher certification program continues to undergo improvements from year to year. These improvements
include changes in policies, procedures, mechanisms for determining participants, implementing institutions,
and certification patterns used [17].

The PPG program is an initiative program designed to provide S1/D-1V graduates with the necessary
skills and motivation to become professional teachers by teaching the Teacher Education Standards. The
objective of this program is to develop teachers who become professional educators, committed to God
Almighty, have noble character, think critically, creatively, innovative, and competitively, with the main tasks
of educating, teaching, guiding, directing, training, assessing, and evaluating students.

Based on SIMPATIKA, a management information system for data on madrasah teachers and
education personnel under the Ministry of Religious Affairs, the number of madrasah teachers in 2023 is
793,174 teachers, with details: 102,372 or 12.91% of Raudhatul Athfal (RA) teachers, 285,954 or 36.05% of
Madrasah Ibtidaiyah (MI) teachers, 264,195 or 33.31% of Madrasah Tsanawiyah (MTSs) teachers, and
140,653 or 17.73% of Madrasah Aliyah (MA) teachers, as listed in Table 1.

Table 1. Number of Madrasah Teachers in 2023

Madrasah Certified Not Certified Total
Level Number % Number %
RA 28,869 28.20 73,503 71.80 102,372
Ml 125,680 43.95 160,274 56.05 285,954
MTs 103,181 39.05 161,014 60.95 264,195
MA 47,858 34.03 92,795 65.97 140,653
Total 305,588 38.53 487,586 61.47 793,174

Data source: Ministry of Religious Affairs

In addition, Table 1 shows that out of 793,174 madrasah teachers throughout Indonesia, only 38.53%
or 305,588 teachers already have a professional education certificate. The remaining 61.47% or 487,586
teachers have not passed the certification process. Specifically for teachers at the Madrasah Aliyah level, out
of 140,653 teachers, only 34.03%, or 47,858 teachers, have passed the certification, and the remaining 92,795
teachers, or 65.97%, have not been certified as professional educators. The substantial proportion of
uncertified madrasah teachers is a major challenge for the Directorate General of Islamic Education (DGIE),
Ministry of Religious Affairs (MoRA), which is responsible for facilitating and providing guidance to
madrasah teachers, especially those who have not been certified to participate in the PPG program. Thus,
these teachers will have adequate competence as professional teachers in the future.

Competent and professional teachers will contribute greatly to improving the quality of teaching and
learning activities. Therefore, teachers are required to improve their competence constantly [17]. Teacher
professional competence is a set of competencies related to a profession that requires various expertise in the
field of education or teaching [18]. For this reason, it is necessary to conduct a study to find methods to
analyze the effectiveness of the implementation of teacher certification through the PPG program in
producing professional madrasah teachers.

The main objective of this study is to find a better tree-based mixed effects model to analyze data on
Madrasah Aliyah teachers who participated in the 2022 PPG program and provide recommendations to the
Ministry of Religious Affairs, as policymakers, to improve the effectiveness of the implementation of the
PPG program for Madrasah Aliyah teachers.

2. RESEARCH METHODS

2.1 Observation Data

The data that will be analyzed in this study are data on the results of the implementation of the PPG
program for Madrasah Aliyah teachers in 2022. This data is secondary data sourced from the Directorate of
Madrasah Teachers and Education Personnel, Directorate General of Islamic Education, Ministry of
Religious Affairs.
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Observation data totaled 2,451 teachers, consisting of 52.55% or 1,288 males and 47.45% or 1,163
females, as presented in Table 2. Based on the subject, Figh teachers have the highest number of Madrasah
Aliyah teachers participating in the 2022 PPG program with 350 teachers, followed by Agidah Akhlak subject
with 311 teachers, then Arabic subject with 293 teachers, Natural Sciences with 292 teachers, Quran Hadith
with 282 teachers, Social Sciences with 263 teachers, and English with 158 teachers. Meanwhile, the least
number of subject teachers participating in the 2022 PPG program is in Physical and Health Education with
32 teachers, followed by Civic Education with 43 teachers, Indonesian Language with 87 teachers, and
“Others” subject with 88 teachers.

Table 2. Total Observation Data

Subjects Label Male Female Total

Agidah Akhlak AA 186 125 311
Arabic Arab 156 137 293
Civic Education CE 26 17 43
English Eng 40 118 158
Figh Figh 254 96 350
Indonesian Language Ind 31 56 87
Islamic Cultural History ICH 89 51 140
Math Math 48 64 112
Natural Science Nat 84 208 292
Physical and Health Education PHE 28 4 32
Quran Hadith QH 210 72 282
Social Science Soc 103 160 263
Others Oth 33 55 88
Total 1,288 1,163 2,451

% 52.55 47.45 100.00

Furthermore, the variables used in this study are shown in Table 3 as follows:

Table 3. List of Variables in the Study

Variable Name Label Variable Type

Response Variable

PPG Graduation Status ppg_stat Factor (Passed, Failed)
Predictor Variables: Fixed Effect

Teachers” Age age Numeric

Teachers’ Gender sex Factor (Male, Female)

Teachers’ Highest Educational Qualification  educ Factor (S1/D-1V, S2, S3)

Teachers’ Employment Status emp_stat Factor (PNS, PPPK, Non-PNS)"

Teachers’ Length of Service (Years) los Numeric

Institution Status of Madrasah mad_stat Factor (Public, Private)

Accreditation Status of Madrasah accre Factor (A, B, C, Not Accredited)
Predictor Variables: Random Effect

Subject Group subject Factor (13 Subjects)

“PNS: Pegawai Negeri Sipil (Civil Servant); Non-PNS: Non-Civil Servant);
PPPK: Pegawai Pemerintah dengan Perjanjian Kerja (Government Employee with Working Agreement)

The predictor variable used as a random-effect component in this study is the subject groups. For
analysis purposes, some subjects were combined into one group. Chemistry, Physics, and Biology are
combined into the “Natural Science” subject group. Then, Economics, Geography, History, and Sociology
are grouped into the “Social Science” subject group. Meanwhile, additional subjects, such as Cultural Arts,
Information and Communication Technology (ICT), Fashion, and Guidance Counseling, are combined into
the “Others” subject group.
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2.2 Research Methodology

The data analysis for this study applied two tree-based mixed effects methods: GLMM trees and
GMET. As shown in Fig. 1, the methodology in this study consists of the following steps:

1. Data collection: coordinate with the data suppliers.

2. Data exploration: checking for data completeness and data consistency.

3. Data splitting: the observation data is divided into two datasets, with 80% used for training and
20% for testing. This proportion ensures the model has sufficient data to learn underlying patterns
while allowing for an unbiased evaluation of its performance on unseen data.

4. Model building using GLMM trees and GMET methods.

5. Model performance indices measurement using a confusion matrix.

6. Evaluate model performance by comparing the accuracy, precision, sensitivity, specificity, and
F1 Score indices resulting from step (5).

7. Measurement of variable importance.

8. Data analysis and interpretation.

[ Start ]—b[ Data collection ]—b[ Data exploration ]
[ Data training (80%) ]4—[ Data splitting ]

Build the models using [ Data testing (20%) ]
the data training

I
v v
[ GLMM Trees ] GMET ]
I |
v
Testing the models W‘

using the data testing J‘

Confusion Model Variable
matrix evaluation importance n

Figure 1. Research Methodology

2.2.1 Model Performance Evaluation

The performance evaluation of the GLMM trees and GMET models in this study used a confusion
matrix measurement tool. The confusion matrix evaluates the performance of a classification model based on
the accuracy, precision, sensitivity/recall, specificity, and F1 Score indices, which are obtained from the
number of correctly and incorrectly predicted objects [19].

True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) values shown
in Table 4 are utilized to compute the classification model accuracy indicator. True Positive (TP) and True
Negative (TN) are conditions when the predicted label matches the actual value, both for positive and negative
results. Meanwhile, a False Positive (FP) occurs when the predicted label is positive, but the actual value is
negative. On the other hand, it is referred to as a False Negative (FN) if the predicted label is negative even
though the actual value is positive. The more TP and TN values generated by a model signify increased model
accuracy. A positive event is a condition or event that is considered a “target” or “event to be detected” by
the model. Meanwhile, a negative event is a condition or event that is opposite to the target, or the “absence”
of a positive event.

Table 4. Two-Classes Confusion Matrix

Predicted Actual Values
Values Positive Negative
Positive True Positive (TP) False Positive (FP)

Negative False Negative (FN) True Negative (TN)
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The following formulas are used to obtain the accuracy, precision, sensitivity/recall, specificity, and F1 Score

indices:
TP + TN
Accuracy =
TP + TN + FP + FN
TP
Precision = ——
TP + FP
Sensitivity TP
Recall TP + FN
s ¢ TN
ecificity = ———
P Y= IN + FP
2 x Precision x Recall
F1 Score =

Precision + Recall
2.2.2 GLMM Trees Model
The GLMM tree model constructed is as follows:
9(uij) = x]Bj +2z{b

(1)
(2)

(3)
(4)
(5)

(6)

where g(.) is a link function, x; is the vector of predictors for observation i, §; is the local parameter of the
fixed effects, z; is the vector of predictors associated with random effects, and b is the global parameter of

random effects.
The algorithm of the GLMM trees is shown in Fig. 2, as follows [6]:

1. Initial value estimation, where the value of  and all values of B(r) are set to 0.

2. Setr=r+ 1. Estimate a GLM tree model with ziTB(r_l) as an offset.

3. Perform GLMM modelling: g(u;;) = xl-Tﬂj + z] b with the terminal node j(r) derived from the

GLM trees obtained in step (2). Then extract the posterior predicted value

of b(r).

4. Repeat steps (2) and (3) until converged. Convergence is considered to have been achieved when

no changes occur in the tree structure between consecutive iterations.

N
Initialize by setting » HeEE=IEL L
Start RS Estimate a GLM tree using
and all values by to 0 T
z; br_1) as an offset )

|

X

Extract posterior . . .
predictions b,y from the |« 9(kij) = X’Tﬁj +2{ b with terminal node j
™ (r) from the GLM tree estimated in

<

[ R 4 Fit the mixed-effects model

estimated model R
. ¢ . J

No

> Convergence?

Yes

End
Figure 2. Algorithm of the GLMM Trees

2.2.3 GMET Model
The GMET model matrix is formulated as follows [14]:
w =Elyilb;), i=1,2,.., 1,

g(u) = ny
n; = f(X;) + Z;b;,

b; ~ N, (0,¥) ind.
(Note: ind. denotes that b; and b;" are independent for i = i)

(7)
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where:

i :index of group;

[ : atotal group number;

n; : observations number in the group i;

n; . linear predictor vector of dimension n;;

g(): link function

X; : fixed effects regressors matrix of observations in group i of dimension n; X (p + 1);
Z; : regressors matrix of dimension (n; X q) for the random effects;

b; : Z; components vector of dimension (g + 1);

Y : within-group covariance matrix of the random effects of dimension (q X q);

The canonical link function is the logit function in the following scenario: a binary random variable and a
univariate random effect.

> = logit(py;). (8)

The structure of random effects is simplified to a random intercept. Thus, the observation model y;;
can be expressed with the following formula:

p.
g(.uij) = Q(Pij) = log<1 _U

Y;j~Bernoulli (p;;), i = 1,....,1 j =1,...n;,
pij = E[Yy|bi],
logit(py;) = f(xij) + by ©)
bi ~ N(O, ll)) ind.
(Note: ind. denotes that b; and b;" are independent for i = i’)

where x;; = (X145, -+ - -, xijp)T is a vector of fixed-effects covariates of dimension (p + 1) for every
observation j in group i.
The GMET parameters are estimated using the random effects expectation-maximization (RE-EM)

tree approach. This algorithm’s fundamental notion is to decipher the estimates of fixed effects and random
effects [14]. Fig. 3 presents the algorithm of GMET with the following steps [14]:

1. Initialize the estimated random effects b; = 0.

2. Estimate the target ;; using GLM. Get estimate f;; of target variable y;;.

3. Build a CART regression tree with fi;; as the response variable and x;; as the predictor. Through
this regression tree, define a set of indicator variables I(x;; € R,), for £ = 1,..., L, where
I(x;; € Rp) is 1 if observation ij belongs to the terminal node £-th and 0 otherwise.

4.  Fit the mixed-effects model using: y;; as the response variable, the set of indicator variables
I(x;j € Ry) as fixed-effects covariates (dummy variables), and the random-effects structure Zi—l}bi-
Extract the estimator of b;.

5. Replace the predicted response at each terminal node R, of the tree with the estimated predicted
response g (7,) from the mixed-effects model fitted in step (4).
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g . Estimate the target u;
Start Initialize the estimated using GLM. Get Estirl:z]l te
random effects b; = 0 £ A

fl; of target variable y;;.

|

Build a CART with fi;; as the
response variable and x;; as the

predictor. Define a set of indicator
variables I(x;; € Rp).

Fit the mixed-effects model: using
yij» I(xl-]- € R[) and le}—-bi.
Extract the estimator of b;.

Replace the predicted response at
each R, with the g(7,) from the
mixed-effects model fitted in
previous step.

Figure 3. Algorithm of the GMET

End

At step 2, the GLM is fitted via maximum likelihood estimation, where the parameter estimates are
commonly derived using either the iteratively reweighted least squares (IRLS) algorithm or the Newton—
Raphson procedure [20]. In step 3, the fitting of the tree can be conducted using any suitable tree algorithm,
depending on the chosen tree-growing rules. In this study, tree construction is carried out using the CART
algorithm [21].

In step 4, the GLMM s are estimated using the maximum likelihood method. In GLMM, the likelihood
function involves integrals that generally cannot be solved analytically, thus requiring a numerical approach.
The most reliable approximation is adaptive Gauss—Hermite quadrature, which is currently only available for
models with a single scalar random effect. Meanwhile, for models with higher random effect dimensions,
Gaussian quadrature is used as an alternative [22], [23].

3. RESULTS AND DISCUSSION

3.1 Data Exploration

The observation data in this study amounted to 2,451 Madrasah Aliyah teachers who participated in
the 2022 PPG program. Fig. 4 shows that based on the graduation status of the PPG program, 1,540 teachers,
or 63%, successfully passed, while the remaining 911 teachers, or 37%, failed to pass.

Failed;
911;37%

Passed;
1.540 : 63%

Figure 4. Proportion of MA Teachers by Graduation Status of the 2022 PPG Program

A comparison of pass—fail outcomes among MA teachers in the 2022 PPG program, disaggregated by
subject area is presented in Fig. 5. English teachers recorded the highest pass rate (93.67%; 148 passed, 10
failed), followed by Indonesian language (86.21%; 75 passed, 12 failed), Social Science (84.41%; 222 passed,
41 failed), Physical and Health Education (84.38%; 27 passed, 5 failed), Natural Science (79.79%; 233
passed, 59 failed), Others subject (76.14%; 67 passed, 21 failed), Mathematics (67.86%; 76 passed, 36 failed),
and Civic Education (67.44%; 29 passed, 14 failed). Conversely, teachers of Islamic Studies subjects, which
are characteristic and strength of madrasahs, showed lower pass rates: Figh (64.29%; 225 passed, 125 failed),
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Arabic (47.10%; 138 passed, 155 failed), Agidah Akhlak (44.37%; 138 passed, 173 failed), Quran Hadith
(42.91%; 121 passed, 161 failed), and Islamic History and Culture (29.29%; 41 passed, 99 failed).

100%
90%
80%
70%
60%
50%
40%
30%
20%
10%

0%

Eng Ind Soc PHE MNat Oth Math CE Figh Arab AA QH ICH
mPassed 148 75 222 27 233 67 76 29 225 138 138 121 41
B Failed 10 12 M4 5 59 21 36 14 125 155 173 161 99

=i

Figure 5. Graduation Status of MA Teachers in the 2022 PPG Program based on Subjects

Comparison of the age distributions of Madrasah Aliyah teachers by PPG graduation status is presented
in Fig. 6. The “passed group” exhibits a narrower interquartile range (IQR) than the “failed group”, indicating
lower within-group age dispersion, and its median age is slightly lower. The third quartile (Q3) for the “passed
group” lies below 40 years, implying that at least 75% of successful candidates are younger than 40. Several
successful candidates aged 47 years or older are flagged as high-end outliers, and a single low-age outlier is
also observed. In contrast, the “failed group” exhibits a broader age dispersion extending into the mid-50s,
with no flagged outliers. These summaries are descriptive and should not be construed as evidence of
causality.

COOQODOO000

age

25 30 35 40 45 50 55
|

o]
T T

Failed Passed

ppg_stat

Figure 6. Boxplot Teacher Graduation Status by Age

3.2 GLMM Trees Model Analysis

The construction of the GLMM tree model begins by dividing the observation data into two parts: the
training dataset and the testing dataset, with a ratio of 80% to 20%. The GLMM tree model is built using the
training dataset, tested with the testing dataset, and then re-validated using the training dataset. Fig. 7 shows
the mixed effects tree estimation of the GLMM tree model constructed.
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Figure 7. Mixed Effects Tree Estimation of GLMM Trees Model for PPG Graduation Probability

Node 3 (n = 465

Failed
Failed
Failed
Failed
Failed

0.4

Passed
Passed
Passed
Passed
Passed

The estimation of the intercepts of the fixed effects of the GLMM tree model is shown in Table 5. The
fixed effect intercept in GLMM trees is a constant on the linear predictor specific to each terminal node,
representing the baseline value of the output when all covariates are at their reference level, and the random
effects are assumed to be zero.

Node 7 is the node with the highest probability of predicting a teacher passing, with the criteria being
teachers aged between 34 and 44 years old, having non-civil servant or PPPK employment status, and having
a tenure of 11 years or less. As presented in Table 5, node 7 shows the highest fixed effects intercept
contribution in the GLMM trees model in predicting teacher certification completion with an intercept of
2.3477079.

Table 5. Estimation of Intercepts of Fixed Effects of GLMM Trees Model

Nodes (Intercept)
7 2.3477079
8 1.5795302
5 0.6163572
3 0.6097383
10 -0.1868425
11 -1.3328530

Meanwhile, Fig. 7 presents that the lowest probability of a teacher graduating from the PPG program
is produced by node 11, provided that the teacher is over 44 years old and has more than 16 years of service.
Based on Table 5, node 11 has the lowest fixed effect intercept value of -1.3328530.

Fig. 8 shows that, for most subject categories, the 95% confidence interval for the random intercept
estimate is not equal to zero, indicating a deviation from the overall mean (on the log-odds scale). Thus, based
on the GLMM trees model, the probability of passing the PPG program for most subjects differs from the
mean. Subjects with intervals entirely to the right of zero are associated with above-average probabilities of
passing, while those entirely to the left are associated with below-average probabilities.

As for the random effects component, Indonesian Language and English subjects are indicated to have
a large positive effect on the intercept, which is 1.2164515 and 1.0903455, respectively. This means that
teachers of these two subjects have a greater probability of passing the PPG program. On the other hand,
Islamic Cultural History and Arabic have the smallest intercept values of -1.2693007 and -1.2804024,
respectively, indicating that teachers of these subjects have the lowest probability of passing the PPG
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program. The above explanation is illustrated by the estimation of the random effect intercept confidence
interval for each subject group in the GLMM trees model presented in Fig. 8.

(Intercept)

Indonesian Language - 1.2164515
English g 1.0903455
Social Science _— 0.8177679
Natural Science —— 0.4769390
Civic Education * 0.4117911
Physical and Health Education * 0.2542382
Others * 0.1633125
Math e -0.0046587
Figh — -0.1835067
Aqidah Akhlak —— -0.8584676
Quran Hadist —r -0.9938873
Islamic Cultural History —_— -1.2693007
Arabic —_— = -1.2804024

T T T T

-1 0 1 2

Figure 8. Estimation of Random Intercept Confidence Interval for each Subject Group in the GLMM Trees
Model

Based on the confusion matrix shown in Table 6, the GLMM trees model has an accuracy index of
0.7306, a precision index of 0.7558, a sensitivity index of 0.8442, a specificity index of 0.5385, and an F1
Score of 0.7975. This profile suggests strong detection of the positive class (high sensitivity/F1) but
comparatively weak discrimination of the negative class (lower specificity), implying a higher false-positive
rate. Performance metrics are higher on the training set than on the test set—as expected—which reflects in-
sample fit and may indicate mild overfitting rather than “stability”. Overall, the model shows reasonable
predictive utility.

Table 6. Confusion Matrix of GLMM Trees Model
Actual Indices

Dataset Prediction - - . .
Passed Failed Accuracy Precision Sensitivity Specificity F1 Score

Testing  Passed 260
_ 0.7306 0.7558 0.8442 0.5385 0.7975
Dataset  Failed 48
ining Passed 1077 276
Training 7 0.7802 0.7960 0.8742 0.6214 0.8333
Dataset  Fjiled 155 453

3.3 GMET Model Analysis

As with the construction of the GLMM trees model, the GMET model is built using a training dataset
of as much as 80% of the total observation data, tested with a testing dataset of 20%, and then applied to the
training dataset to revalidate the model. The mixed effects tree estimation of the GMET model in Fig. 9 shows
that the greatest probability of Madrasah Aliyah teachers passing the PPG program is when the teacher is
between 33 and 36 years old, teaches in a madrasah with a minimum accreditation of B, and has a non-civil
servant (Non-PNS) or PPPK employment status.
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Figure 9. Mixed Effects Tree Estimation of GMET Model for PPG Graduation Probability

In the GMET model, random intercept confidence intervals are estimated for each subject following a
distribution derived from the estimated model parameters. These random intercept confidence intervals are
estimated based on quantiles Closy, = [05.50,, 097.50,]. Fi0. 10 presents that most subject groups have 95%
confidence intervals that do not overlap with the zero vertical line, indicating that there are significant
differences among subject groups. If the GMET model is used to estimate the likelihood of teachers passing
the PPG program, then most subjects will give results that differ from the average. Subject groups that have
confidence intervals to the right of the zero vertical line have a higher-than-average probability of passing.
And vice versa.

Furthermore, Fig. 10 shows the random effects intercept estimation of the GMET model. The value of
the random effects intercept describes the variability among subject groups that cannot be elucidated by the
predictor variables in the model. English and Indonesian languages are two subjects that are indicated to have
the largest positive effect on the intercept: a teacher for both subjects increases the probability of passing by
1.42729227 and 1.35321546, respectively. Conversely, an Arabic and Islamic Cultural History teacher
decreases the probability of passing by 1.19596906 and 1.46832199, respectively.

(Intercept)

English * 1.42729227
Indonesian Language - 1.35321546
Social Science —— 0.55693661
Natural Science —_ 0.51420274
Others —— 0.38382959
Physical and Health Education < 0.34622280
Civic Education > 0.05382855
Math il -0.03065277
Figh — -0.15208205
Quran Hadist S -0.98690988
Agidah Akhlak —— -0.99297895
Arabic — -1.19596906
Islamic Cultural History _— -1.46832199

T T T T T

-2 -1 0 1 2

Figure 10. Estimation of Random Intercept Confidence Interval for Each Subject Group in the GMET Model

Referring to the confusion matrix in Table 7, the GMET model achieves, on the held-out test dataset,
an accuracy of 0.7653, precision of 0.7849, sensitivity (recall) of 0.8809, specificity of 0.5497, and an F1-
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score of 0.8301. This metric profile indicates strong detection of the positive class (high sensitivity and F1),
but comparatively weaker discrimination of the negative class (lower specificity), implying a greater
propensity for false positives. Revalidation on the training set yields slightly higher accuracy than on the test
dataset —an expected pattern consistent with mild overfitting rather than improved generalization. Overall,
the model exhibits reasonable predictive performance, though additional tuning (e.g., decision-threshold
adjustment or class weighting) may help to better balance sensitivity and specificity.

Table 7. Confusion Matrix of GMET Model
Actual Indices

Dataset Prediction - — — —
Passed Failed Accuracy Precision Sensitivity Specificity F1 Score

Testing  Passed 281
. 0.7653 0.7849 0.8809 0.5497 0.8301
Dataset  Fajled 38
i Passed 1,052 285
Training ) 0.7685 0.7868 0.8616 0.6149 0.8225
Dataset  Failed 169 455

3.4 Discussion

Based on the results of the analysis of Madrasah teacher certification data using two methods, the
GLMM tree and GMET, the performance results are shown in Table 8. All model performance indices
indicate that the GMET model has superiority over the GLMM trees model in predicting the graduation of
Madrasah Aliyah teachers in the PPG program. The accuracy index of the GMET model is 0.7653, 0.0347
higher than the GLMM trees model, which has an accuracy of 0.7306. The GMET model has a precision
index of 0.7849, 0.0291 higher than the GLMM trees with a precision of 0.7558. Meanwhile, the F1 Score
for GMET of 0.8301 is 0.0326 higher than the GLMM trees of 0.7975.

Table 8. Comparison of Performance Indices of GLMM Trees and GMET Models
Actual Indices

Model Prediction

Passed Failed Accuracy Precision Sensitivity Specificity F1 Score

GLMM  Passed 260 84
. 0.7306 0.7558 0.8442 0.5385 0.7975
Trees  Failed 48 9
Passed 281 77
GMET ) 0.7653 0.7849 0.8809 0.5497 0.8301
Failed 38 9

Assessing variable importance is fundamental for quantifying the relative contribution of predictors to
the modeled outcome [16]. In this study, we compute variable-importance scores that reflect each predictor’s
contribution to the overall predictive performance of both models, while accounting for the mixed-effects
structure (fixed and random effects). These importance levels are obtained from the fitted GMET and GLMM
mixed effects models.

Fig. 11 displays the importance of the predictor variables in the mixed effects tree estimation of the
GMET model. Among the seven predictor variables in the model, the variable of age is indicated to have the
highest level of variable importance, which is 37.35. This means that teachers’ age is the most influential
variable in the GMET model to predict the graduation of Madrasah Aliyah teachers participating in the PPG
program. The next order is the variable of los (teachers’ length of service), accre (accreditation status of
madrasah), emp_stat (teachers’ employment status), sex (teachers’ gender), mad_stat (institution status of
madrasah), and the lowest is the educ (teachers’ highest educational qualification).
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age | 37.35

los T 6.78
accre T 2.80
emp_stat T/ 2.70
sex O 0.68
mad_stat 1 0.32
educ 10.13

0.00 5.00 10.00 15.00 20.00 25.00 30.00 35.00 40.00

Variable Importance

Figure 11. Variable Importance of the GMET Model

Fig. 12 reports the variable importance profile from the mixed effects tree estimation of the GLMM
trees model. Of the seven candidate predictors, only three exhibit non-zero importance: age, los (length of
service), and emp_stat (employment status). Consistent with the GMET model, teachers’ age ranks first with
an importance score of 0.1355, indicating the largest contribution to predictive performance for PPG
graduation among Madrasah Aliyah teachers, followed by length of service (0.0173) and employment status
(0.0128); the remaining predictors have negligible (=0) importance under this model and metric.

age 0.1355

los 0.0173

emp_stat 0.0128

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14 0.16

Variable Importance

Figure 12. Variable Importance of the GLMM Trees Model

4. CONCLUSION

This study has applied two methods, GLMM trees and GMET, to predict the graduation of Madrasah
Aliyah teachers who participated in the 2022 PPG program. The results of data modeling show that the GMET
model performs better than the GLMM trees model. Based on the subjects taught, English and Indonesian
language teachers are more likely to pass the PPG program compared to teachers of other subjects.
Meanwhile, Arabic and Islamic Cultural History teachers have the lowest probability of passing the PPG
program among all subject teachers. Based on the variable importance measurement of the GMET and
GLMM tree models, teachers’ age is indicated as the most influential variable on Madrasah Aliyah teachers’
graduation in the 2022 PPG program. Based on these findings, the recommendation proposed to the Ministry
of Religious Affairs as policymaker is to provide appropriate coaching and mentoring programs for teachers
who are not yet certified professional educators, especially for senior teachers over 40 years old, as well as
teachers of Arabic and Islamic Culture History subjects. The training required for teachers to prepare for the
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PPG program includes material on innovative teaching methods, the use of technology in learning, and
leadership development in the classroom. These conclusions pertain specifically to graduation outcomes in
the Madrasah Aliyah (MA) teacher certification program and should not be assumed to generalize to other
madrasah levels—Raudhatul Athfal (RA), Madrasah Ibtidaiyah (MI), or Madrasah Tsanawiyah (MTs)—
without further evidence.
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