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Article Info ABSTRACT 

Article History: 
In 2022, the prevalence of chronic stunting in Indonesia reached 21.6%, surpassing the 

World Health Organization (WHO) threshold of 20%. East Seram Regency reported an 

even higher prevalence of 24.1%, with Teluk Waru District identified as one of the areas 

most affected due to low compliance with healthy lifestyle practices. This study aimed to 

compare the performance of Multivariate Adaptive Regression Splines (MARS) and Binary 

Logistic Regression in analyzing risk factors for toddler stunting in Teluk Waru District, 

East Seram Regency. Data were collected through direct anthropometric measurements at 

the Integrated Health Post (Posyandu) of Teluk Waru Health Center with 60 respondents. 

The findings revealed that Binary Logistic Regression outperformed MARS, achieving R2 

= 72.7% accuracy in predicting stunting. Significant determinants of toddler stunting 

included a history of illness, provision of supplementary food for pregnant women, and 

iron tablet consumption during pregnancy. The novelty of this study lies in the application 

of a comparative modeling approach—MARS versus Binary Logistic Regression—in 

identifying stunting risk factors at a district level with high prevalence. Practically, the 

results can assist local health authorities in prioritizing maternal nutrition and disease 

prevention programs to reduce stunting. 
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1. INTRODUCTION 

Toddlers are children aged 0-59 months who experience rapid growth and development, requiring 

many high-quality nutrients [1]. Toddlers who experience nutritional disorders that inhibit the achievement 

of maximum genetic potential in terms of growth and development are called stunted toddlers. According to 

the Ministry of Health of the Republic of Indonesia, toddlers are considered to have severe stunting if they 

have a z-score of less than minus three standard deviations [2]. Stunting is a chronic problem related to 

nutrition, which, upon closer examination, is often found to be more frequently caused by health and social 

issues. Stunting is a serious problem affecting millions of toddlers worldwide, particularly in developing 

countries. Stunting has adverse consequences, including impaired immune function and an elevated risk of 

chronic diseases in early childhood.  

East Seram Regency is one of several regencies in Maluku Province where cases of stunted growth in 

toddlers are still prevalent. In early 2023, two villages in Teluk Waru District, East Seram Regency, were 

designated as national pilot project villages for preventing stunting and malnutrition, namely Madak Village 

and Kampung Baru Village. According to the results of the Indonesian Nutritional Status Survey (SSGI) at 

the end of 2022, the prevalence of stunting in the East Seram Regency reached 24.1%, which is still above 

the global target set by the WHO, which is below 20%. Therefore, because the impact of stunting significantly 

affects the health of toddlers in the future, as they are susceptible to disease, early intervention or prevention 

efforts are needed from the beginning of pregnancy until birth [3]. By applying regression methods, one form 

of stunting intervention involves identifying the primary determinants of stunting. 

The regression method is a statistical analysis tool that finds the relationship between predictor and 

response variables [4]. Stunting incidents can be classified into two groups: those that did not occur and those 

that did. The appropriate regression model used for cases of stunting incidents is the regression method, with 

the dichotomous response variable [5]. Two regression method approaches that can be used are parametric 

and non-parametric regression [6]. The regression methods generally used to determine the effect of predictor 

variables on dichotomous response variables are the Multivariate Adaptive Regression Spline (MARS) 

method and Binary Logistic Regression [7]. The MARS method and Binary Logistic Regression have been 

widely applied in various fields, including health science. The second method can be utilized in developing 

predictive models for disease diagnosis, clinical outcome prediction, or estimating individual health risks 

based on complex factors such as medical history or genetic predisposition, with stunting serving as one 

example. 

Several previous studies related to stunting, such as research conducted by Elisa [8], have shown that 

factors influencing the incidence of stunted toddlers include birth weight, infectious disease status, and access 

to healthy toilets. Another study by Utami showed that the factors influencing stunted toddlers in East Java 

were gender, exclusive breastfeeding, complete basic immunization, deworming, birth weight, birth height, 

pregnant women receiving additional food, and pregnant women receiving iron tablets, with a classification 

accuracy of 66.7% [9]. Multivariate Adaptive Regression Splines (MARS) have been applied in several 

international health and biomedical studies — for example, to predict improvements in HbA1c in diabetic 

patients [10], in QSAR modelling for antitumor research [11], and to estimate biological age in 

postmenopausal women [12]. 

This research aims to address this gap by comparing the performance of Multivariate Adaptive 

Regression Splines (MARS) and Binary Logistic Regression in identifying risk factors for stunting among 

toddlers in the Teluk Waru Health Center area. The evaluation criteria include the Apparent Error Rate 

(APER), Total Accuracy Rate (TAR), and Coefficient of Determination (R2). The novelty of this study lies 

in applying and comparing advanced inferential statistical models to stunting analysis at the district level, an 

approach rarely used in Maluku Province, where research has predominantly employed descriptive methods. 

By doing so, this study not only provides methodological contributions but also practical insights to support 

government efforts in accelerating stunting reduction in East Seram Regency, Maluku Province, and 

Indonesia more broadly. 
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2. RESEARCH METHODS 

2.1 Data Sources 

The data sources used in this study are primary data collected through field observations, utilizing 

direct measurement and interview methods. The study included 60 toddlers whose body length and height 

were measured using anthropometric tools during the implementation of integrated health posts in August 

2023 at the Teluk Waru Health Center, East Seram Regency. Logistic Regression remains widely used in 

health research with small datasets, as it provides robust and interpretable estimates for binary outcomes 

when the number of predictors is limited. MARS, on the other hand, is a flexible nonparametric technique 

capable of capturing nonlinearities and interactions without strict distributional assumptions. While larger 

samples generally maximize the performance of MARS, its application in smaller datasets remains 

meaningful, particularly when supported by cross-validation to mitigate overfitting risks. In this study, the 

goal is not to produce a nationwide generalization but to evaluate the relative performance of parametric and 

nonparametric approaches in a high-prevalence district with real-world field constraints. Thus, using both 

Logistic Regression and MARS provides methodological insights as well as practical evidence for local 

health interventions. 

2.2 Research Variables 

Research variables are characteristics or attributes of individuals or organizations that can be measured 

or observed, and they have certain variations determined by the researcher [13]. This study's research 

variables consist of response and predictor variables. The response variable (𝑌) used in this study is the 

stunting status of toddlers, and as many as nine predictor variables (𝑋) are presented in Table 1.  

Table 1. Research Variable 

Variable Information Operational Definition Category Scale 

𝑌 Stunting Status 

 

Growth conditions in toddlers 0 = No stunting 

1 = Stunting 

Nominal 

𝑋1 Having illness history Medical history of the toodler 0 = No 

1 = Yes 

Nominal 

𝑋2 Age of complementary 

feeding introduction for 

baby 

Toddler’s age at the 

introduvtion of complementary 

feeding 

0 = < 6 months 

1 = 6 months 

2 = > 6 months 

Ordinal 

𝑋3 Formula drink consumption Mother's acknowledgment of 

providing formula milk as a 

supplement to breastfeeding 

0 = No 

1 = Yes 

Nominal 

𝑋4 Exclusive breastfeeding Exclusive breastfeeding for 

babies up to 6 months of age 

0 = No 

1 = Yes 

Nominal 

𝑋5 Regularly measure the 

child’s height 

Activities conducted to monitor 

toddler growth 

0 = No 

1 = Yes 

Nominal 

𝑋6 Regularly measure the 

child’s weight 

Activities conducted to monitor 

toddler weight growth 

0 = No 

1 = Yes 

Nominal 

𝑋7 Pregnant women receive 

supplementary food 

provision 

Maternal acknowledgment 

during pregnancy of receiving 

supplementary feeding 

0 = No 

1 = Yes 

Nominal 

𝑋8 Mother receives iron 

supplementation during 

pregnancy 

Maternal acknowledgment 

during pregnancy of receiving 

iron supplement tablet 

0 = No 

1 = Yes 

Nominal 

 

2.3 MARS Model 

The MARS model is a development of the Recursive Partitioning Regression (RPR) approach, 

combining of spline methods. RPR is a computational program for processing high-dimensional data, and the 

spline method is a polynomial cut with continuous derivatives at the knot. MARS aims to overcome the 

problem of high-dimensional data with predictor variable sizes between 3 ≤  𝑣 ≤  20 and sample sizes of 

50 ≤  𝑛 ≤  1000 and to improve the weaknesses of RPR, namely, the model produced is continuous at the 

knot [14]. In the MARS method, there are several things to consider: knots and basis functions [15]. A knot 

is a point that separates the end of a data area from the beginning of another location. Knots in MARS are 

determined using forward stepwise and backward stepwise. The placement of knots depends on the 
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determination of the number of observations for each knot. The number of observations at each knot is known 

as the Minimum Observation (MO). The MO used is 0,1,2 and 3. Basis Function (BF) is a function separated 

by knot points explaining the relationship between the predictor and response variables. The maximum BF 

allowed is 2 to 4 times the number of predictor variables [16], while the maximum number of interactions 

(MI) is 1, 2, and 3. If there are more than three interactions, it will cause a very complex model interpretation. 

The MARS model estimator is as follows: 

𝑓 ̂(𝑥) = 𝑎̂0 + ∑ 𝑎̂𝑚 ∏[𝑆𝑘𝑚 ∙ (𝑥𝑗(𝑘,𝑚) − 𝑡𝑘𝑚)]
+

𝐾𝑚

𝑘=1

𝑀

𝑚=1

, (1) 

where 

𝑎̂0 : constant coefficient of the basis function; 

𝑎̂𝑚 : coefficient of the 𝑚 −th basis function; 

𝑀    : maximum of the basis function; 

𝐾𝑚 : degree of interaction in the 𝑚-th basis function; 

𝑆𝑘𝑚 : sign (+ or –) for the 𝑘 −th interaction in the 𝑚 −th basis function; 

𝑥𝑗(𝑘,𝑚) : j-th predictor variable, 𝑘-th interaction, and 𝑚 −th basis function; 

𝑡𝑘𝑚 : knot value of predictor variable 𝑥𝑗(𝑘,𝑚). 

According to [10], the model estimation uses the Maximum Likelihood Estimation (MLE) method for the 

MARS model with binary response variables. 

2.4 MARS Model Significance Testing 

If the residuals in the MARS model meet the assumptions in parametric regression, then parameter 

significance testing is carried out, and the model's suitability is evaluated. Testing is carried out by 

simultaneously or partially testing the regression coefficients. 

2.4.1 Simultaneous Regression Coefficient Testing 

Simultaneous regression coefficient testing is done by simultaneously testing the parameters contained 

in the MARS model. This test aims to determine whether the MARS model is generally appropriate. The 

hypothesis used is as follows: 

𝐻0: 𝑎1 = 𝑎2 = ⋯ = 𝑎𝑚 = 0 (model not significant); 

𝐻1: there is at least one 𝑎𝑚 ≠ 0 ; 𝑚 = 1,2, ⋯ 𝑀 (model significant). 

Test statistic:  

𝐹𝑐𝑜𝑢𝑛𝑡 =
∑ (𝑦𝑖̂ − 𝑦̅)2/𝑀𝑛

𝑖=1

∑ (𝑦𝑖̂ − 𝑦̅)2/𝑁 − 𝑀 − 1𝑛
𝑖=1

. (2) 

The critical region rejects 𝐻0 if the 𝐹𝑐𝑜𝑢𝑛𝑡 > 𝐹𝛼(𝑀;𝑁−𝑀−1) or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

2.4.2 Partial Regression Coefficient Testing 

Suppose in the simultaneous regression coefficient test, it is concluded that there is at least one 

significant parameter. In that case, it is necessary to know the essential and insignificant parameters. We 

perform a partial regression coefficient test using the following hypotheses: 

𝐻0: 𝑎𝑚 = 0 (coefficient 𝑎𝑚 does not affect the model). 

𝐻1: 𝑎𝑚 ≠ 0 for each m, where 𝑚 = 1,2, ⋯ 𝑀 (coefficient 𝑎𝑚 influence on the model). 

Test statistics: 

𝑡𝑐𝑜𝑢𝑛𝑡 =
𝑎̂𝑚

𝑆𝑒(𝑎̂𝑚)
, (3) 
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with 𝑆𝑒(𝑎̂𝑚) = √𝑣𝑎𝑟(𝑎̂𝑚). 

Critical area rejects 𝐻0 if 𝑡𝑐𝑜𝑢𝑛𝑡 > 𝑡(𝛼
2

;𝑁−𝑀) or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

2.5 Criteria for Selecting the Best MARS Model 

The criteria for selecting the best MARS model are generally based on the minimum Generalized 

Cross-Validation (GCV) method [17]. In general, GCV is defined as follows: 

𝐺𝐶𝑉(𝑀) =

1
𝑁

∑ [𝑦𝑖 − 𝑓𝑀(𝑥𝑖)]
2𝑁

𝑖=1

[1 −
𝐶̃(𝑀)

𝑁 ]

. (4) 

2.6 Independence Test 

The Chi-Square test is used to determine whether there is a relationship between two categorical 

variables. The hypothesis used is as follows: 

𝐻0: There is no relationship between the predictor variable and the response variable; 

𝐻1: There is a relationship between the predictor variable and the response variable. 

Test statistics: 

𝑋𝑐𝑜𝑢𝑛𝑡
2 = ∑

(𝑂𝑖𝑗 − 𝐸𝑖𝑗)
2

𝐸𝑖𝑗
,

𝑖,𝑗

 (5) 

where: 

𝑂𝑖𝑗 : observation value/observation row 𝑖, column 𝑗; 

𝐸𝑖𝑗 : expected value of row 𝐼, column 𝑗. 

Critical area rejects 𝐻0 if 𝑋𝑐𝑜𝑢𝑛𝑡
2 > 𝑋(𝛼)(𝑎−1)(𝑏−1).  

2.7 Regresi Logistik Biner 

Binary logistic regression is a data analysis method used to find the relationship between response 

variables (y), which are binary or dichotomous, and predictor variables (x), which are polychotomous [18]. 

We can express the logistic regression function by the following formula: 

𝜋(𝑥) =
𝑒𝛽0+𝛽1𝑥1+⋯+𝛽𝑝𝑥𝑝

1 + 𝑒𝛽0+𝛽1𝑥1+⋯+𝛽𝑝𝑥𝑝
, (6) 

where p: number of predictor variables 𝑥𝑖. 

2.8 Model Fit Test 

The model suitability test functions to determine whether or not there is a difference in the results of 

observations and model predictions with the following hypothesis: 

𝐻0: Model is appropriate, or is there no difference in the results of observations and predictions; 

𝐻1: The model is not appropriate, or there is a difference in the results of observations and predictions. 

Test statistics: 

𝐶̂ = ∑
(𝑂𝑘 − 𝑛𝑘𝜋̅𝑘)2

𝑛𝑘𝜋̅𝑘(1 − 𝜋̅𝑘)
.

𝑔

𝑘=1

 (7) 

Failed to reject 𝐻0 if 𝐶̂ < 𝑋(𝛼,𝑔−2)
2  or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 > 𝛼 and it can be concluded that there is no difference 

between observations and model predictions [19]. 
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2.9 Significance Testing of Binary Logistic Regression Model 

Simultaneous significance testing of binary logistic regression model parameters aims to determine 

whether predictor variables have an overall effect or not on the model with the following hypothesis [20]: 

𝐻0: 𝛽1 = 𝛽2 = ⋯ = 𝛽𝑗 = 0; 

𝐻1: at least one 𝛽𝑗 ≠ 0, where 𝑗 = 1,2, ⋯ 𝑝.  

Test statistics: 

𝐺 = −2 𝑙𝑛 [
(

𝑛0
𝑛

)
𝑛0

(
𝑛1
𝑛

)
𝑛1

∏ (𝜋̂𝑖)𝑦𝑖(1 − 𝜋̂𝑖)1−𝑦𝑖𝑛
𝑖=1

]. (8) 

Critical area rejects 𝐻0 if 𝐺 > 𝑋(𝑑𝑓,𝛼)
2  or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

Next, a partial significance test is carried out to find out which predictor variables have a significant influence 

on the response variable with the following hypothesis: 

𝐻0: 𝛽𝑗 = 0; 

𝐻1: 𝛽𝑗 ≠ 0, where 𝑗 = 1,2, ⋯ 𝑝. 

Test statistics: 

𝑊2 = [
𝛽𝑗̂

𝑆𝐸(𝛽𝑗̂)
]

2

 (9) 

Critical area rejects 𝐻0 if 𝑊2 > 𝑋(𝑑𝑓,𝛼)
2  or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

2.10 Classification Accuracy 

Classification accuracy is needed to determine the grouping of data that is classified correctly in its 

group. Apparent Error Rate (APER) is defined as the proportion of incorrectly classified samples. The 

proportion of correctly classified samples can be calculated from the Total Accuracy Rate (TAR) value [21]. 

2.11 Coefficient of Determination (R2) 

The coefficient of determination (R²) is a fundamental measure used to assess the explanatory power 

of a regression model. It quantifies the proportion of variance in the dependent variable that is explained by 

the set of independent variables. An R² value approaching 1 indicates that the model accounts for a large 

proportion of the observed variability, while a value near 0 suggests limited explanatory capacity. Although 

widely applied as an indicator of model performance, R² should be interpreted with caution, as a high value 

does not imply causality and may be affected by overfitting or multicollinearity. 

3. RESULT AND DISCUSSION 

3.1 Descriptive Analysis      

Descriptive statistical analysis generally explains the characteristics of the data, specifically 

determining the stunting status of toddlers in Teluk Waru District, SBT Regency, which is measured using 

anthropometric tools, including body length and height, during the integrated health post in August 2023. 

The results of the measurements will determine whether toddlers tend to be categorized as stunted or not. 

Stunting can be visually shown as follows: 
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Figure 1. Toddler Stunting Status Bar Chart  

Based on the information in Figure 1, it can be observed that, among the 60 respondents measured, the results 

indicate that 47 toddlers, or 62%, were in the non-stunting category, while 13 toddlers, or 38%, were in the 

stunting category. 

3.2 Independence Testing 

Before the modeling stage is carried out, it is necessary to analyze the relationship between the response 

variable and the predictor variable through independence testing using the Chi-Square Test. The results of 

the test are shown as follows: 

Table 2. Chi-Square Test 

Variable 𝑿𝟐 df 𝑿𝒕𝒂𝒃𝒍𝒆
𝟐  Decision Information 

Medical History (𝑋1) 7.183 1 2.706 Reject 𝐻0  There is a 

Relationship 

Age of complementary feeding 

introduction for baby (𝑋2) 

1.061 2 3.065 Failed to reject 𝐻0  There is no 

Relationship 

Consuming Formula Milk (𝑋3) 1.910 1 2.706 Failed to reject 𝐻0 There is no 

Relationship 

Given Exclusive Breastfeeding (𝑋4) 0.060 1 2.706 Failed to reject 𝐻0 There is no 

Relationship 

Regularly Measuring Child’s Height 

(𝑋5) 

17.897 1 2.706 Reject 𝐻0 There is a 

Relationship 

Regularly Measuring Child’s Weight 

(𝑋6) 

15.545 1 2.706 Reject H0 There is a 

Relationship 

Pregnant women receive 

supplementary food provision (𝑋7) 

10.523 1 2.706 Reject 𝐻0 There is a 

Relationship 

Mother receives iron supplementation 

during pregnancy (𝑋8) 

26.643 1 2.706 Reject 𝐻0 There is a 

Relationship 

Table 2 shows that the age variable of giving complementary feeding introduction for the baby, 

consuming formula milk, and being given exclusive breastfeeding is insignificant because the value of 𝑋2 < 

𝑋𝑡𝑎𝑏𝑙𝑒
2   fails to reject 𝐻0. While for the variables of having a history of illness, routinely measuring height, 

routinely measuring weight, pregnant women receiving supplementary food provision, and mothers receiving 

iron tablets during pregnancy are significant because the value of 𝑋2 > 𝑋𝑡𝑎𝑏𝑙𝑒
2 , so that 𝐻0 is rejected. 

Therefore, it can be concluded that all independent variables have a relationship with the dependent variable 

except for the age variable of giving MPASI, consuming formula milk, and being given exclusive 

breastfeeding. Since three variables are not significant in forming the model, the insignificant variables are 

excluded from the model. 

3.3 MARS Model 

The MARS model is explained in section 2.3, where the formation process can be done by trial and 

error for all BF, MI, and MO combinations. The number of BF used is 2 to 4 times the number of predictor 

variables. At the modeling stage, the number of predictor variables included is five, so the number of BF used 

38%

62%

Percentage of Toddler Stunting Status

Stunting No Stunting
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is 10, 15, and 20. The MI used is 1, 2, and 3. While the MO used is 0, 1, 2, and 3. The best model selection 

can be seen from the minimum Generalized Cross Validation (GCV) value as shown below. 

Table 3. Trial and Error Formation of the MARS Model 

BF MI MO GCV 

10 1 0 0.106 

1 0.096 

2 0.106 

3 0.106 

10 2 0 0.105 

1 0.087 

2 0.102 

3 0.105 

10 3 0 0.105 

1 0.088 

2 0.102 

3 0.105 

15 1 0 0.116 

1 0.105 

2 0.116 

3 0.116 

15 2 0 0.120 

1 0.088 

2 0.111 

3 0.111 

15 3 0 0.120 

1 0.088 

2 0.105 

3 0105 

20 1 0 0.121 

1 0.112 

2 0.121 

3 0.121 

20 2 0 0.138 

1 0.088 

2 0.125 

3 0.125 

20 3 0 0.138 

1 0.088 

2 0.116 

3 0.116 

Based on Table 3, it is evident that 36 models are formed for each combination. Of the 36 models, the model 

with a minimum GCV value of 0.087 combines 10 BFs, 2 MIs, and 1 MO.  

3.3.1 The Best MARS Model 

The best MARS model is the model generated from the minimum GCV value. Therefore, the model 

generated by BF, MI, and MO is the most effective. The model from the combination of BF = 10, MI = 2, 

and MO = 1 by using (1) is as follows: 

𝑓 ̂(𝑥) = 0.344 + 0.468𝐵𝐹3 + 0.474𝐵𝐹5 − 0.353𝐵𝐹9, 

with 𝐵𝐹1 = (𝑋8 = 0), 𝐵𝐹2 = (𝑋8 = 1), 𝐵𝐹3 = (𝑋5 = 0) ∗ 𝐵𝐹2, 𝐵𝐹5 = (𝑋7 = 0) ∗ 𝐵𝐹1, and 𝐵𝐹9 =
(𝑋1 = 0) ∗ 𝐵𝐹2. 

From the best model produced, it can be concluded that the variables of Medical History (𝑋1), Routine 

Measurement of Child's Height (𝑋5),  Pregnant Women Receiving Supplementary Food Provision (𝑋7), and 

Mothers Receiving TTD During Pregnancy (𝑋8) affect the stunting status of toddlers. 
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3.3.2 The Best MARS Significant Test 

This test is conducted to see the significance of the parameters and evaluate the model's suitability by 

checking the regression coefficients simultaneously and partially. The tests consist of simultaneous and 

partial. 

1. Simultaneous Test 

A simultaneous test is conducted using the F-test to determine the effect of predictor variables on 

the response variable simultaneously, based on the basis function coefficient. Decision: Based on 

the results of data processing using the MARS 2.0 software, the 𝐹𝑐𝑜𝑢𝑛𝑡 = 40.557, while 

𝐹(0.05;3;56) = 2.769. Because the 𝐹𝑐𝑜𝑢𝑛𝑡 > 𝐹(0.05;3;56) then reject 𝐻0. It can be concluded that the 

predictor variables collectively have a significant effect on the response variable, making them 

suitable for use in modeling stunting status.  

2. Partial Test 

After conducting a simultaneous test that shows the predictor variables collectively affect the 

response variable, this partial test will examine which predictor variables individually affect the 

response variable. The test statistic used is the t-test. 

The decision: 𝑡𝑐𝑜𝑢𝑛𝑡 states the calculated value of the t-test and 𝑡(0.025;56) = 2. 003 states the table 

values of the t-test statistics at the significance level used, with degrees of freedom of 56. Based on 

the test statistics used, it is known that all BF parameters have a value of |𝑡𝑐𝑜𝑢𝑛𝑡| >  𝑡(0.025;56), and 

then reject 𝐻0. This result indicates that each BF parameter representing the predictor variable has 

a partial and significant effect on the response variable.  

3.3.3 Classification 

This section presents the classification accuracy of the MARS method for both the observation and 

prediction phases. The results summarize the performance of MARS in accurately classifying the data under 

each status.  

Table 4. MARS Classification Accuracy 

Observation 

Predicting 

Status 

No Stunting Stunting 

Status 
No Stunting 43 4 

Stunting 1 12 

According to Table 4, we calculate the accuracy as follow: 

𝐴𝑃𝐸𝑅(%)= 
𝑛10+𝑛01

𝑛
× 100% =

1+4

60
× 100% = 8.33%, 

𝑇𝐴𝑅(%) = 1 − 𝐴𝑃𝐸𝑅 = 1 − 8.33% = 91.67%. 

The TAR value of 91.67% indicates that the MARS model obtained was able to predict accurately with a 

91.67% accuracy. 

3.4 Binary Logistic Regression Model 

           

The binary logistic regression model is explained in Section 2.7, where it is formed from predictor 

variables of medical history, routine height measurement, routine weight measurement, pregnant women 

receiving supplementary food provision, and mothers receiving iron tablets (TTD) during pregnancy, with 

the response variable of toddler stunting status. The initial step in this modeling is to estimate the parameters. 

3.4.1 Parameter Estimation 

Parameter estimation calculations are required to obtain the initial model. The resulting parameter 

estimation values are as follows. 
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Table 5. Initial Model Parameter Estimation 

Predictor Variable 𝜷𝒋̂ 

Constants 𝛽0 -0.989 

Medical History X1(1) -5.642 

Routinely Measure Children's Height X5(1) 19.841 

Routinely Measure Children's Weight X6(1) -17.791 

Pregnant women receive supplementary food provision X7(1) 3.219 

Mother receives iron supplementation during pregnancy X8(1) 4.301 

By looking at Table 5 above, the initial model formed according to Eq. (6) is as follows: 

𝜋(𝑥) =
𝑒−0.989−5.642+19.841−17.791+3.219+4.301

1 + 𝑒−0.989−5.642+19.841−17.791+3.219+4.301
. 

3.4.2 Significant Parameter Test  

After obtaining parameter estimates, the next step is to conduct parameter significance tests 

simultaneously and partially. 

1. Likelihood Ratio Test 

Hypothesis:  

𝐻0: 𝛽1 = 𝛽5 = 𝛽6 = 𝛽7 = 𝛽8 = 0; 

𝐻1: there is at least one 𝛽𝑗 ≠ 0, where 𝑗 = 1,5,6,7,8. 

Significant Level: 𝛼 = 5%. 

Test statistic:  

𝐺 = −2 𝑙𝑛 [
(

𝑛0
𝑛

)
𝑛0

(
𝑛1
𝑛

)
𝑛1

∏ (𝜋̂𝑖)𝑦𝑖(1−𝜋̂𝑖)1−𝑦𝑖𝑛
𝑖=1

] = 41.386. 

Critical area: Reject 𝐻0 if 𝐺 > 𝑋(𝑑𝑓,𝛼)
2 .    

Decision: Because 𝐺 = 41.386 > 𝑋(5;0,05)
2  = 11.070, therefore, there is at least one predictor 

variable that influences the response variable, or simultaneously, the predictor variables influence 

the stunting status of toddlers.  

2. Wald Test 

Hypothesis:  

𝐻0: 𝛽𝑗 = 0; 

𝐻1: 𝛽𝑗 ≠ 0, where 𝑗 = 1,5,6,7,8. 

Significance level: 𝛼 = 5%. 

Test statistic: 𝑊2 = [
𝛽𝑗̂

𝑆𝐸(𝛽𝑗̂)
]

2

. 

Critics area, reject 𝐻0 if 𝑊2 > 𝑋(𝑑𝑓,𝛼)
2 . 

The Wald values for each variable are as follows: 

Table 6. Initial Wald Model Values 

Predictor Variable Wald 𝑿(𝟏;𝟎.𝟎𝟓)
𝟐  Decision 

Constants 𝛽0 0.322 3.481  

Medical History 𝑋1(1) 5.221 3.481 Reject 𝐻0 

Routinely Measure Children's Height 𝑋5(1) 0.000 3.481 Failed to reject 𝐻0 

Routinely Measure Children's Weight 𝑋6(1) 0.000 3.481 Failed to reject 𝐻0 
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Predictor Variable Wald 𝑿(𝟏;𝟎.𝟎𝟓)
𝟐  Decision 

Pregnant Women Get Supplementary Food 

Provision 𝑋7(1) 

3.754 3.481 Reject 𝐻0 

Mother receives iron supplementation during 

pregnancy 𝑋8(1) 

9.219 3.481 Reject 𝐻0 

Based on the information in Table 6, the Wald test results indicate that medical history (Wald = 5.221), 

supplementary food provision for pregnant women (Wald = 3.754), and maternal iron tablet consumption 

during pregnancy (Wald = 9.219) are significant predictors of stunting, underscoring the dual importance of 

infection control in children and adequate maternal nutrition. In contrast, other variables do not affect the 

model. These results are consistent with previous studies in Indonesia, which found that frequent childhood 

illness and inadequate maternal nutrition during pregnancy were strongly associated with impaired growth 

outcomes. For instance, [9] reported that maternal supplementation programs, including iron tablets and 

additional food, significantly reduced the risk of stunting, while [8] emphasized the role of infectious diseases 

as a critical determinant. In contrast, routine measurement of children’s height and weight showed no 

statistical significance, echoing findings in Maluku Province, where monitoring activities were not sufficient 

to influence outcomes unless coupled with effective follow-up interventions. Taken together, these findings 

reinforce the need for integrated strategies that combine early detection with maternal and child health 

programs to accelerate stunting prevention in high-burden areas such as East Seram. 

Furthermore, it is necessary to form a new model using variables that only affect the response variable. 

The following are the likelihood ratio and a Wald test for the three predictor variables.  

1. Likelihood Ratio Test 

Hypothesis:  

𝐻0: 𝛽1 = 𝛽7 = 𝛽8 = 0;  

𝐻1: there is at least one 𝛽𝑗 ≠ 0, where 𝑗 = 1,7,8. 

Significance level: 𝛼 = 5%. 

Test Ststistic:  

𝐺 = −2 𝑙𝑛 [
(

𝑛0
𝑛

)
𝑛0

(
𝑛1
𝑛

)
𝑛1

∏ (𝜋̂𝑖)𝑦𝑖(1−𝜋̂𝑖)1−𝑦𝑖𝑛
𝑖=1

] = 38.240. 

Critical area: reject 𝐻0 if 𝐺 > 𝑋(𝑑𝑓,𝛼)
2 .    

Decision: Since 𝐺 = 38.240 > 𝑋(3;0.05)
2  = 7.815, therefore, there is at least one predictor variable 

that influences the response variable, or simultaneously, the predictor variables influence the 

stunting status of toddlers.  

2. Wald Test 

Hypothesis:  

𝐻0: 𝛽𝑗 = 0 

𝐻1: 𝛽𝑗 ≠ 0, where 𝑗 = 1,7,8 

Significance level: 𝛼 =5% 

Test Statitics: 𝑊2 = [
𝛽𝑗̂

𝑆𝐸(𝛽𝑗̂)
]

2

 

Critical area: reject 𝐻0 if 𝑊2 > 𝑋(𝑑𝑓,𝛼)
2   

The Wald values for each variable are as follows: 
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Table 7. Initial Wald Model Values 

Predictor Variable  Wald 𝑿(𝟏;𝟎.𝟎𝟓)
𝟐  Decision 

Constant 0.010 3.481  

Medical History 𝑋1(1) 7.885 3.481 Reject 𝐻0 

Pregnant women receive supplementary food provision  𝑋7(1) 3.783 3.481 Reject 𝐻0 

Mother receives iron supplementation during pregnancy 𝑋8(1) 11.843 3.481 Reject 𝐻0 

At a significance level of 5%, it can be concluded that the variables that influence the stunting status of 

toddlers are the variables of having a Medical History (𝑋1), Pregnant women receive supplementary food 

provision (𝑋7), and mothers receiving iron supplements (TTD) during pregnancy (𝑋8).  

3.4.3 Model Fit Test 

The model fit test is conducted to evaluate whether the proposed model adequately represents the 

observed data. The hypotheses for the model fit test are formulated as follows: 

𝐻0: The model is appropriate or there is no difference in observation and prediction results; 

𝐻1: The model is not appropriate or there is a difference in observation and prediction results. 

Significant level: 𝛼 = 5%. 

Statistic Test: 𝐶̂ = ∑
(𝑂𝑘−𝑛𝑘𝜋̅𝑘)2

𝑛𝑘𝜋̅𝑘(1−𝜋̅𝑘)

𝑔
𝑘=1  = 0.186. 

Critical area: failed to reject 𝐻0 if 𝐶̂ < 𝑋(0.05;2)
2 .  

Decision: Since 𝐶̂ = 0.18 < 𝑋(0.05;2)
2  = 5.591, at a significance level of 5%, we can conclude that the 

variables that influence the stunting status of toddlers are the variables of having a medical history. 

𝜋̂(𝑥) =
𝑒𝑥𝑝(0.132 − 5.559𝑋1(1) + 2.532𝑋7(1) + 4.313𝑋8(1))

1 + 𝑒𝑥𝑝(0.132 − 5.559𝑋1(1) + 2.532𝑋7(1) + 4.313𝑋8(1))
. 

3.4.4 Classification 

This subsection presents the classification results obtained using the binary logistic regression method. 

The classification accuracy reflects the model’s ability to correctly predict the observed outcomes. 

Table 8. Accuracy of Binary Logistic Regression Classification 

Observation 

Prediction 

Status 

No Stunting Stunting 

Status 
No Stunting 44 3 

Stunting 2 11 

Then, we found: 

        𝐴𝑃𝐸𝑅(%) = 
𝑛10+𝑛01

𝑛
× 100% =

3+2

60
× 100% = 8.33%. 

 𝑇𝐴𝑅(%)   = 1 − 𝐴𝑃𝐸𝑅 = 1 − 8,33% = 91.67%. 

The TAR value of 91.67% indicates that the obtained binary logistic model could predict accurately with 

91.67% accuracy. 

3.5 Comparison of the performance of the MARS model and Binary Logistic Regression 

This subsection presents a performance comparison between the MARS model and Binary Logistic 

Regression. The comparison is conducted in modeling the incidence of stunting among toddlers in Teluk 

Waru District, SBT Regency, as presented in Table 9.  
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Table 9. Comparison of MARS Model Performance and Binary Logistic Regression 

Accuracy MARS Binary Logistic Regression 

APER 8.33% 8.33% 

TAR 91.67% 91.67% 

𝑅2 68.5% 72.7% 

Based on the description of Table 9, it can be seen that both methods have the same performance in classifying 

stunting status, whereas the APER and TAR values each have the same value, namely 8.33% and 91.67%. 

However, when viewed from the performance of the model's goodness-of-fit measure, the binary logistic 

regression model has better performance than the MARS model because it has a larger  
𝑅2 value of 72.7%. The results of this study are in line with the conclusions of the study conducted by [22] 

regarding the evaluation of the performance of the binary logistic regression method with the MARS method 

for mapping groundwater potential, which states that for small sample sizes, the performance of the binary 

logistic regression method is better than the MARS.  

4.  CONCLUSION 

Based on the results of the analysis and discussion, several conclusions can be drawn. These 

conclusions are presented as follows: 

1. The number of respondents observed is that as many as 47 or 62% of toddlers are in the non-

stunting category, while toddlers in the stunting category are 13 or 38%. 

2. The best MARS model for the incidence of toddler stunting in Teluk Waru District, SBT Regency, 

is the MARS model with a combination of 10 BFs, 2 MIs, and 1 MO, which produces a minimum 

GCV value of 0.087. The best MARS model can be written as  

𝑓 ̂(𝑥) = 0.344 + 0.468𝐵𝐹3 + 0.474𝐵𝐹5 − 0.353𝐵𝐹9, 

with predictor variables that have a significant effect on the incidence of toddler stunting, 

including the variables of medical history (𝑋1), routine measuring of children's height (𝑋5),  

pregnant women receive supplementary food provision (𝑋7), and mother receives iron 

supplementation during pregnancy (𝑋8) have an effect on the status of toddler stunting. 

3. The binary logistic regression model for the incidence of stunting in toddlers in Teluk Waru 

District, SBT Regency, can be mathematically written as follows: 

𝜋̂(𝑥) =
𝑒𝑥𝑝(0.132 − 5.559𝑋1(1) + 2.532𝑋7(1) + 4.313𝑋8(1))

1 + 𝑒𝑥𝑝(0.132 − 5.559𝑋1(1) + 2.532𝑋7(1) + 4.313𝑋8(1))
, 

with predictor variables that significantly influence the incidence of toddler stunting, including 

variables of having a history of illness, pregnant women receiving a supplementary food 

provision, and mothers receiving iron supplementation during pregnancy. 

4. The performance of both models in predicting classification accuracy produced the same APER 

and TAR values, namely 8.33% and 91.67%, respectively; however, when viewed from the 

performance of the model's goodness of fit measure, the binary logistic regression model is more 

appropriate for analyzing the factors influencing the incidence of toddler stunting in Teluk Waru 

District, SBT Regency because it produces an 𝑅2 value of 72.7% greater than the MARS model. 

5. The study is limited by its small sample size and restricted set of variables, suggesting the need 

for future research with larger datasets and broader determinants such as socioeconomic and 

environmental factors. Nevertheless, the findings provide practical insights for public health, 

emphasizing the importance of maternal nutrition programs and infection control as priority 

strategies to accelerate stunting prevention efforts in high-burden regions of Indonesia. 
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