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1. INTRODUCTION

The digital industrial revolution has fostered a vibrant environment for exchanging dialogue and
opinions on social media platforms [1]. On a global scale, opinions are expressed across diverse languages
and cultures, creating challenges for opinion analysis when polarization occurs [2]. Such polarization is
intensified by echo chambers, filter bubbles, and algorithmic content curation that limit exposure to
contrasting ideas [3][4]. Consequently, polarization impacts not only individual perceptions of specific issues
but also has the capacity to foster social divisions across various segments of society |5]|. The growing concern
over opinion polarization lies in its broader social and political consequences. Rather than fostering dialogue,
exposure to diverse viewpoints on social media often heightens conflict, even in countries with strong
democratic traditions [6]. This polarization exacerbates divergences in issue perception, undermines
consensus, and erodes trust in political institutions [7].

In the era of globalization, issues emerging in one country can rapidly cross borders and be reframed
with distinct cultural meanings [8][9]. This presents unique challenges for opinion analysis, as emotional
nuances and semantic content are shaped by linguistic structures and cultural conventions [10]. Languages
differ in rhetorical techniques, idiomatic expressions, and the use of sarcasm [11][12]. Such variances can
lead to confusion. Variations often create ambiguity in interpretation, particularly when texts are examined
through traditional translation-based methods [ 13]. Therefore, analytical approaches must be more sensitive
and designed for linguistic and cultural diversity.

An initial approach to understanding public opinion is sentiment analysis, which classifies textual data
into positive, negative, or neutral categories [ 14]. However, traditional sentiment analysis merely assigns
categorical labels without revealing the opinion distributions, even though balanced opposing viewpoints
may indicate polarization [15][16]. These limitations underscore the need for advanced natural language
processing (NLP) methods that can analyze texts in their original languages while producing consistent,
reliable semantic representations. Contemporary NLP technologies allow opinion analysis to be conducted
directly, eliminating the need for manual translation, which often risks distorting meaning [17]. Moreover,
advances in deep learning enhance the capacity to capture complex linguistic patterns, making NLP
increasingly suitable for multilingual opinion analysis [ 18]. NLP also enables real-time monitoring of social
media discourse, which is essential for identifying and tracking emerging issues [ 19].

Among recent developments, XLM-RoBERTa stands out as a cross-lingual transformer that learns
linguistic structures across more than 100 languages without the need for translation [20]. Its capacity to
capture cultural and linguistic nuances directly addresses the shortcomings of traditional sentiment analysis,
making it particularly effective for analyzing opinion polarization in multilingual contexts [21]. Accordingly,
this article explores XLM-RoBERTa's ability to analyze multilingual opinion polarization on social media
and assesses its effectiveness in addressing linguistic and cultural challenges. The aim is to address gaps in
traditional approaches, enhance detection accuracy, and provide methodological insights for real-time
monitoring of global public opinion.

2. RESEARCH METHODS

This research employs two main methods: a bibliometric analysis using the Visualization of
Similarities Viewer (VOSviewer) software and a literature review of the Cross-Lingual Language Model—
Robustly Optimized Bidirectional Encoder Representations from Transformers (XLM-RoBERTa) approach.
The objective of this approach is to map research trends on multilingual opinion polarization and to evaluate
and examine opinion-polarization strategies in the XLM-RoBERTa model.

2.1 Bibliometric Analysis Using the Visualization of Similarities Viewer (VOSViewer)

The use of VOSviewer enables the illustration of relevant current research topics. It is a bibliometric
software capable of creating visual maps based on keyword relationships (co-word), author collaborations
(co-author), and citation patterns (citation network), thereby enabling systematic knowledge mapping [22].
This analysis aims to identify research trends, collaboration networks, and commonly employed research
topics [23].

Bibliometric data were obtained from Scopus-indexed journal publications within the publication
period 2020-2025. A total of 357 documents were retrieved using the keywords “XLM-RoBERTa”,
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“sentiment analysis”, “multilingual NLP”, and “opinion polarization”. The inclusion criteria were limited to
journal articles, conference papers, and book chapters. The bibliometric procedure follows the bibliometric
steps established by Indriati et al. [24], including keyword determination, literature source search, document
restriction, metadata collection, network analysis, and visualization interpretation. The bibliometric mapping
of XLM-RoBERTHa, created with VOSviewer using Scopus data, is depicted Fig. 1.
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Figure 1. Visualization Based on Titles and Abstracts Generated using VOSviewer

Fig. 1 presents the bibliometric network related to XLM-RoBERTa. Nodes represent frequently
occurring keywords, with node size reflecting their frequency. Connecting lines indicate relationships
between terms, and node colors denote thematic clusters based on contextual similarity [25]. The visualization
indicates that “model”, “sentiment”, and “language” dominate the network, signifying the prevalence of
sentiment analysis models and natural language processing in multilingual contexts.

Furthermore, the visualization highlights four thematic clusters, each reflecting key areas where XLM-
RoBERTa is applied. The green cluster focuses on sentiment analysis, text classification, and fake news
detection, demonstrating its significant role in analyzing public opinion and categorizing sentiment. The red
cluster is related to linguistics, language models, and NLP systems, highlighting XLM-RoBERTa’s
contribution to the development of sophisticated language models and NLP frameworks. The blue cluster
emphasizes semantics, cross-lingual tasks, and sequence labeling, showcasing XLM-RoBERTa’s capabilities
in multilingual processing and sequence-based tasks. Lastly, the orange cluster focuses on offensive language
detection, showing its application in identifying harmful or toxic language.

Despite these varied clusters, the visualization shows that no cluster is dedicated solely to multilingual
opinion polarization, suggesting that this area remains underexplored. Accordingly, the bibliometric mapping
underscores XLM-RoBERTa’s versatility across diverse NLP domains while simultaneously revealing the
research gap in multilingual opinion polarization, thereby offering opportunities for further in-depth
investigations.

2.2 Cross-Lingual Language Model-Robustly Optimized Bidirectional Encoder Representations from
Transformers Approach (XLM-RoBERTa)

XLM-RoBERTa represents a multilingual advancement of XLLM and RoBERTa, created by Facebook
Al to encompass a wider range of languages. This model aims to enhance language modeling across multiple
languages by being pretrained on an extensive dataset spanning over 100 languages, with the goal of
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addressing the challenges of comprehending multiple languages simultaneously, particularly those that are
less resourced [20].

In contrast to XLM, which employs sentence-parallel Translation Language Modeling (TLM) to
establish cross-lingual connections between words and phrases, XLM-RoBERTa adopts a purely Masked
Language Modeling (MLM) approach. It is trained without supervision on the CommonCrawl corpus (CC
100) spanning over 100 languages. This method enhances XLM-RoBERTa's ability to accommodate
languages with fewer resources, unlike XLM, which relies heavily on parallel sentence pairs [20][26].
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Figure 2. Architectural Differences Between MLM and TLM

Fig. 2 illustrates the architectural differences between MLM and TLM, which represent two
fundamental training approaches in multilingual language modeling. To provide a clearer comparative
perspective, Table 1 summarizes widely used multilingual models, outlining their architectures, training
objectives, pretraining datasets, language coverage, and benchmark performance.

Table 1. Comparative Overview of Multilingual Language Models

. Training Pretraining Language Benchmark
Model Architecture Objective Dataset Covered Performance
mBERT [27] Transformer MLM Wikipedia 104 Baseline, moderate
(BERT) on XNLI & MLQA
XLM [26] Transformer MLM + TLM Wikipedia + 15 Outperforms
Parallel corpora mBERT on XNLI
RoBERTa [28] Transformer MLM BooksCorpus, CC- 1 SOTA on GLUE,
(optimized (optimized) News, RACE
BERT) OpenWebText, (monolingual)
Stories
XLM- Transformer MLM (large- CommonCrawl 100+ SOTA on XNLI,
RoBERTa [20] (RoBERTa- scale) (CC100) MLQA, XTREME

based)
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Beyond its pretraining method, the XLM-RoBERTa framework incorporates several architectural
enhancements compared to XLM. XLM-RoBERTa employs a transformer encoder based on RoBERTa,
featuring a self-attention mechanism that enables the model to grasp global relationships among tokens. This
mechanism relies on three primary vectors: (Q), key (K), and value (V). The scaled dot-product attention is
formulated as demonstrated in Eq. (1).

: QK"
Attention = softmax v, (D
NED
where Q represents the embedding vector of a word within a sentence, K represents the embeddings of all
words in that sentence, V is the vector obtained from the dot product of a word embedding and specific
parameters, and d, is the dimension of the Q, K,dan V vectors, used to dynamically evaluate the relevance of
a word within its context [29]. The resulting score is normalized using the softmax function in Eq. (2).
ezi
softmax(z;) = o (2)
‘ezl
2je
where e? represents the exponent of the input vector, K denotes the total number of classes, ande?

corresponds to the exponent of the output vector. This probability distribution assigns dynamic contextual
weights to tokens, ensuring the sum of all weights equals one [29].

This mechanism is further strengthened by multi-head attention, which allows numerous attention
heads to concurrently identify distinct patterns of relationships between tokens, yielding more comprehensive
and nuanced representations [29]. The model is structured with 12 transformer layers, 768 hidden units, and
a self-attention mechanism that exhibits reliable and effective performance in cross-lingual classification,
sequence labeling, and question answering [20]. The fundamental architectural design is depicted in Fig. 3,
which includes an encoder transformer and a fully connected layer, aimed at generating an output that
captures both the representation of each token and the overall meaning of the sentence.

Output

|

Fully Connected Layer

Transformer Encoder

CLS Tokeni Token2 Tokenn
Figure 3. Fundamental Architecture of XLM-RoBERTa
To strengthen its multilingual capabilities, XLM-RoBERTa uses a shared vocabulary and subword

tokenization via SentencePiece. This approach enables effective processing across diverse languages,
including low-resource ones, thereby reinforcing its robustness as a multilingual model.
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3. RESULTS AND DISCUSSION

Multilingual polarization of opinion reflects the fragmentation of public opinion caused by differences
in language, culture, and emotional expression. Opinions and emotions vary not only in the words used but
also in the way they are culturally understood and expressed. When opinions are expressed in different
languages, differences in meaning can arise from mismatches between language use and the social norms
underlying each language [30]. Balahur and Turchi [13] observed that differences in how emotions are
expressed in Spanish and English significantly affect sentiment classification. Traditional approaches using
monolingual models or automatic translation-based models have limitations in distinguishing between pro
and con opinions.

Conventional methods often struggle with this differentiation, as machine translation frequently
introduces distortions that undermine the accuracy of cross-lingual sentiment classification [31]. These
challenges underscore the need for multilingual models that comprehend text in its native language, reducing
reliance on translation and thereby preserving emotional significance and cultural nuance more effectively.

The strength of XLM-RoBERTa lies in its technical mechanisms that directly address these challenges.
First, the model uses the SentencePiece (SPM) with Byte-Pair Encoding (BPE) [20]. SentencePiece performs
subword tokenization, transforming text into a sequence of IDs without the need for a language-specific
dictionary [32]. This approach ensures rare or morphologically complex words from multiple languages are
represented consistently, a critical feature for multilingual opinion analysis. Second, the model utilizes a self-
attention mechanism to dynamically capture semantic relations among tokens.

Class Label

Softmax

| Opinion ‘

Figure 4. XLM-RoBERTa Architecture

Fig. 4 illustrates the classification process, which begins with tokenization and proceeds to embedding
representations that pass through the transformer encoder layers. The special [CLS] token aggregates the
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contextual meaning of the entire sentence, which is then processed by dropout and dense layers with a softmax
activation to generate sentiment probabilities [33]. This architecture is not merely a technical detail; it is
essential for detecting polarized opinions across diverse languages. By ensuring consistent semantic
representation across languages, XLM-RoBERTa enables more reliable cross-lingual comparisons of public
sentiment. To demonstrate the effectiveness of XLM-RoBERTa’s design, Table 2 compares its performance
with earlier multilingual models across widely used benchmark datasets.

Table 2. Performance Comparison between Multilingual Models

Model Task (Dataset) Metric Result
mBERT XNLI (Cross-lingual NLI) Accuracy 65.0%
XLM MLQA (Multilingual QA) F1 Score 68.2%
XLM-RoBERTa XNLI (Cross-lingual NLI) Accuracy 79.6%
XLM-RoBERTa MLQA (Multilingual QA) F1 Score 81.2%

Data source: Adapted from [20]

The results in Table 2 clearly highlight the advantage of XLM-RoBERTa over earlier multilingual
models, confirming that the architectural improvements in Fig. 4, particularly the use of SentencePiece
tokenization and transformer-based self-attention, translate into tangible performance gains. Furthermore,
case studies reinforce this evidence. Beyond the empirical improvements shown in Table 2, XLM-
RoBERTa’s architecture has specific implications for opinion polarization analysis. The use of SentencePiece
tokenization ensures a consistent representation of linguistically diverse and informal expressions, including
code-switching and colloquial terms commonly found on social media. This feature is crucial for analyzing
polarized debates, where users often mix languages or employ non-standard vocabulary. Moreover, the self-
attention mechanism enables the model to capture subtle rhetorical devices such as sarcasm, irony, and
emphasis, which are common in polarized discussions. By assigning higher weights to emotionally charged
or contextually critical words, the model can more accurately distinguish between pro and con opinions.
Finally, the softmax output provides probabilistic scores that reflect the strength of these opposing stances,
thereby enabling quantifiable measurements of polarization.

The model shows significant improvements across various benchmarks, achieving a +14.6% accuracy
gain on XNLI compared to mBERT and a +13% F1 score on MLQA [20]. This capability is especially crucial
for analyzing opinion polarization, as consistent representations enable cross-language comparisons of
opinions without losing their intended meaning |34]. In practice, Wiciaputra et al. [35] showed that applying
transfer learning with XLM-RoBERTa for bilingual classification (English—Indonesian) achieved 90.2%
accuracy, outperforming traditional baselines. Similarly, Kumar and Albuquerque [36] demonstrated the
model’s flexibility through zero-shot transfer learning, achieving 70.5% accuracy in Hindi sentiment analysis
despite limited training resources. These results highlight the model’s ability to incorporate minority or low-
resource languages into global opinion analysis [30].

Additional validation comes from the TweetEval benchmark conducted by Barbieri et al. [37], where
XLM-RoBERTa consistently outperformed alternatives in emotion and hate-speech detection across more
than 10 languages. Likewise, Ranasinghe and Zampieri [21] highlight the model’s strength in cross-lingual
offensive language detection. Gaurav et al. [38] applied XLM-RoBERTa to categorize public sentiment
toward the Metaverse and 6G technology, revealing that sentiment was predominantly neutral and positive,
demonstrating the model's versatility in addressing modern technological topics. These findings underline the
model’s versatility across domains, while maintaining strong performance in multilingual contexts.

Beyond performance metrics, XLM-RoBERTa offers a methodological advantage for studies of
opinion polarization. Its ability to provide direct multilingual representations minimizes reliance on machine
translation, which often distorts meaning [39]. This capability is crucial for multilingual social media
platforms where users frequently mix languages or employ culture-specific expressions [40]. It helps preserve
subtleties such as sarcasm or irony that machine translation often fails to convey accurately [41].
Consequently, the model offers a robust foundation for detecting polarization dynamics and enhances the
reliability of real-time monitoring of global discourse.
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4. CONCLUSION

This research underscores XLM-RoBERTa's ability as a multilingual transformer model to effectively
capture opinion polarization across diverse languages and cultural contexts. Through its multilingual
pretraining, the model provides a consistent representation of diverse languages and cultural contexts,
preserving semantic, contextual, and emotional nuances while mitigating distortions that commonly arise in
translation-based or monolingual methods. Its technical strengths, including the self-attention mechanism and
SentencePiece tokenization, enable reliable detection of nuanced opinion polarity, rhetorical devices such as
sarcasm and irony, and cross-lingual sentiment variations. Bibliometric analysis further reveals that research
on multilingual semantic representation for opinion polarization remains limited, underscoring the
importance of advancing models such as XLM-RoBERTa. Accordingly, the model not only improves the
accuracy and robustness of sentiment analysis but also offers a methodological framework for real-time
monitoring of global public opinion, contributing to a deeper understanding of complex social dynamics and
communication patterns across diverse societies.

Despite these advantages, this research recognizes several limitations. The current investigation relies
primarily on theoretical discussion and existing benchmark evaluations, with limited large-scale empirical
validation across multiple social media platforms, which may constrain the generalizability of findings.
Future research should therefore emphasize comparative analyses with other multilingual transformer-based
models, exploration of domain-specific applications, and examination of ethical considerations in cross-
cultural opinion mining. Expanding these research directions will enhance the practical applicability of XLM-
RoBERTHa, enabling its use in policy analysis, public sentiment monitoring, and decision-making processes.
Furthermore, subsequent studies could evaluate its performance in low-resource languages, cross-domain
adaptation, and real-time detection of emerging trends, thereby consolidating XLM-RoBERTa as a strategic
tool for capturing and interpreting complex multilingual opinion dynamics in an increasingly interconnected
digital environment.
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