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Article Info ABSTRACT 

Article History: 
The rapid growth of sentiment analysis research has driven increasing interest in deep 

learning models, particularly transformer-based architectures such as BERT and 

recurrent neural networks like BiLSTM. While both approaches have shown substantial 

success in text classification tasks, each presents distinct strengths and limitations. This 

study aims to analyze the integration of BERT and BiLSTM models to enhance sentiment 

classification performance by combining contextual and sequential learning. A 

bibliometric analysis was conducted using VosViewer based on Scopus-indexed 

publications from 2020 to 2025, identifying four major thematic clusters related to 

transformer modeling, recurrent architectures, hybrid integration, and methodological 

advancements. Comparative findings from benchmark datasets, including SST-2, IMDb, 

and Yelp Reviews, indicate that hybrid BERT–BiLSTM models achieve superior accuracy 

compared to single models, reaching up to 97.67% on the IMDb dataset. However, this 

improvement is associated with increased computational complexity. The proposed 

framework reinforces the integration between BERT’s contextual embeddings and 

BiLSTM’s sequential modeling, offering a foundation for developing adaptive, and 

multilingual sentiment analysis systems. The results highlight future directions in 

optimizing hybrid architectures for efficiency, cross-lingual adaptability, and domain-

specific sentiment understanding. 
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1. INTRODUCTION 

The rapid advancement of digital technologies has led to the proliferation of massive amounts of textual 

data, particularly from social media platforms, customer reviews, and online news articles. Opinions are 

central to many aspects of human life as they directly influence everyday behavior and decision-making. 

When making a decision, individuals often consider various perspectives and opinions from others to gain a 

deeper understanding [1]. One analytical approach used in data processing is machine learning, which 

includes sentiment analysis as a specific application. Sentiment analysis is a component of Natural Language 

Processing (NLP) that uncovers opinions embedded in textual data [2]. 

Sentiment analysis is required to examine customer reviews, social media comments, and public 

opinion, which are now valuable sources of information for various purposes, including marketing, politics, 

and finance [3] One commonly used method for extracting insights from text is sentiment analysis, which is 

an automated process for determining whether a text has a positive, negative, or neutral sentiment [4]. 

Sentiment analysis is a computational technique aimed at identifying and classifying opinions 

expressed within textual data [1]. Early approaches relied on traditional machine learning models such as 

Support Vector Machine (SVM), Naïve Bayes, and Random Forest. Although these methods provided initial 

progress, they exhibited significant limitations in capturing contextual dependencies within text. The 

subsequent introduction of word embedding techniques, such as Word2Vec and GloVe, improved 

representation by mapping words to dense vector spaces; however, these methods still fell short of fully 

capturing contextual semantics. 

One of the most widely used NLP models is Bidirectional Encoder Representations from Transformers 

(BERT), which was introduced by [2]. Although BERT has the advantage of understanding the meaning of 

a word in its sentence context, the model is less than optimal at handling long-term dependencies in text [5]. 

To address this limitation, the Long Short-Term Memory (LSTM) architecture is often applied to capture 

sequential patterns in textual data.  

LSTM is an advanced variant of the Recurrent Neural Network (RNN) architecture, specifically 

designed to retain and manage information over long sequential intervals. It employs specialized gating 

mechanisms, namely the input gate, the forget gate, and the output gate, which collectively enhance its ability 

to model temporal dependencies and address challenges such as vanishing gradients in sequential data 

processing [6].  

To enhance model performance, BERT is frequently integrated with advanced neural architectures 

such as BiLSTM. Empirical studies have demonstrated that this hybrid approach yields notable improvements 

in accuracy across multiple tasks [7][8].  

A study conducted by [9] applied a combination of BERT and Bidirectional LSTM models to enhance 

the effectiveness and precision of sentiment classification processes. While BERT demonstrates strong 

capabilities in modeling contextual relationships among words, BiLSTM effectively captures long-term 

dependencies within sequential data. The combination of these two models enables a more comprehensive 

sentiment analysis approach by utilizing context understanding as well as time sequence learning [10]. BERT 

and BiLSTM are expected to complement each other in addressing the limitations of single models in 

handling long text sequences. Based on this, this study explores the hybrid integration of BERT and BiLSTM 

models for sentiment analysis, aiming to present an analytical overview and comparative insight into their 

combined architecture. 

2. RESEARCH METHODS 

This research framework is systematically developed based on three essential elements, consisting of 

the Visualization of Similarities Viewer (VosViewer), BERT, and BiLSTM. 

2.1 Bibliometric with Visualization of Similarities Viewer (VosViewer) 

The VosViewer is an open-access software designed to facilitate the analysis and visualization of 

bibliometric network maps derived from bibliographic data [11]. The strength of VosViewer compared to 

similar software tools is its ability to apply text mining for discovering relationships among phrases and to 

employ clustering techniques for testing and analyzing datasets [12]. VosViewer provides features that 
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facilitate the presentation of bibliometric data through effective visualizations. It operates by integrating 

multiple documents to interpret their content, uncover recurring patterns, and identify emerging trends as 

written by [13], [14], [15]. In addition, VosViewer offers various interactive tools and customizable options 

that enhance user experience in navigating and exploring bibliometric data more efficiently [16][17].  

Bibliometric data were collected from Scopus-indexed journal publications published between 2020 

and 2025. A total of 500 documents were identified using the keywords “BERT”, “BiLSTM”, and “sentiment 

analysis”. The inclusion criteria were restricted to journal articles, conference papers, and book chapters to 

ensure the academic quality of the dataset. The bibliometric mapping of BERT and BiLSTM was generated 

using VOSviewer, and the resulting network visualization is shown in Figure 1. 

 

Figure 1. Visualization Restricted to Titles and Abstracts 

Fig. 1 depicts the co-occurrence network of author keywords associated with BERT and BiLSTM in 

sentiment analysis research. Each node represents a keyword, with the node's size indicating its frequency of 

occurrence, and the connecting lines reflect co-occurrence relationships among terms. The color of each node 

corresponds to a specific cluster, signifying groups of related research themes. The visualization demonstrates 

that “sentiment analysis”, “BERT”, and “BiLSTM” occupy central positions within the network, emphasizing 

their dominant influence and strong interconnections in recent studies focusing on semantic representation 

and sequential text modeling. 

Furthermore, the visualization identifies four distinct thematic clusters, each representing a different 

research direction. The red cluster includes terms such as “transformer modeling”, “attention mechanism”, 

and “natural language processing”, indicating a concentration of studies on transformer-based architectures 

and contextual representation learning. The green cluster contains terms like “short-term memory”, 

“bidirectional long short-term memory”, and “embeddings”, which emphasize recurrent neural network 

models used to capture sequential dependencies in textual data. The blue cluster links “BERT”, “BiLSTM”, 

and “sentiment analysis”, serving as an analytical bridge between transformer and recurrent architectures, 

thus highlighting the emerging focus on hybrid models that integrate contextual and sequential learning. 

Finally, the yellow cluster includes terms such as “bi-directional” and “bidirectional encoder representation”, 

reflecting methodological enhancements aimed at improving model efficiency and performance. 

Despite the interconnected nature of these clusters, the visualization reveals that most prior studies 

have focused on transformer-based or recurrent architectures independently, with relatively limited attention 

to their systematic integration. This finding underscores a clear research gap while simultaneously validating 

the analytical direction of this study, which explores the integration of BERT and BiLSTM as a hybrid 

framework for sentiment analysis. Consequently, the bibliometric evidence not only supports the increasing 

convergence between contextual and sequential modeling but also indicates promising future research 

directions for optimizing hybrid architectures, advancing cross-lingual sentiment analysis, and developing 

computationally efficient integration between transformer and recurrent neural network models. 
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2.2 BERT Model 

BERT is a model that uses the transformer's attention mechanism to understand the contextual 

relationships between words. The Transformer architecture consists of two main components: the encoder 

processes the input sequence, while the decoder generates predictions for specific tasks. The Transformer 

encoder integrates three essential components, namely residual connections, layer normalization, and feed-

forward propagation, which are constructed upon the multi-head self-attention mechanism to enhance the 

representation learning process. Residual connections combined with layer normalization facilitate network 

training and effectively mitigate the vanishing gradient problem. Furthermore, the Transformer encoder 

represents each element of the input sequence as an embedding vector and incorporates positional information 

by adding a corresponding positional embedding of the same dimensionality, thereby enabling the model to 

capture the order of tokens within the sequence [18]. Unlike the directional model that reads the text 

sequentially, the encoder in the transformer is able to analyze all words simultaneously, so it is non-directional 

[2].  

The base BERT model consists of 12 stacked encoder layers, each containing 12 self-attention heads 

and a feed-forward network with 768 hidden units. The final output, used as input for downstream tasks, 

generates high-quality word representations [2]. This model has been widely adopted to improve various NLP 

tasks, including sentiment classification, token segmentation, question answering, and named-entity 

identification. BERT is introduced to optimize pre-training by incorporating advanced semantic 

representations during the process.  

The architectural design of BERT is shown in Fig. 2 [19]. For the trained model to be effectively 

utilized, the input data must be transformed into the proper format. Once sentence embeddings are obtained, 

the encoder layers process them as token sequences, incorporating the corresponding attention masks. The 

output maintains the same number of embeddings, each with a dimensionality equal to the hidden size. 

 

Figure 2. The Architectural Structure of BERT 

For the classification task, a representative vector of the input sentence is used, derived from the 

model's [CLS] token hidden state. This vector is subsequently passed through a fully connected (linear) layer 

to generate sentiment predictions, consistent with the standard fine-tuning procedure for the BERT model in 

classification tasks [2]. 

2.3 BiLSTM Algorithm 

2.3.1 LSTM Model 

RNN is a type of artificial neural network composed of interconnected, interactive neurons, with 

connections represented by weighted arcs (W) that determine the strength of the relationship. This kind of 

network is particularly advantageous for handling inputs of different lengths and for processing sequential 

data, such as time series. It is widely used in areas such as machine translation, speech recognition, and pattern 
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detection. In this type of artificial neural network, information propagates bidirectionally, allowing the model 

to preserve data sequences. Owing to its internal memory and recurrent loop structure, it can establish 

connections across long input sequences [20]. 

LSTM is a specialized variant of RNN introduced by [6] designed to retain and manage long-term 

dependencies within sequence-based data. The chain-like structure of LSTM is similar to that of RNNs, but 

the basic modules that make up LSTM have significant structural differences compared to those of other 

RNNs. RNNs are very effective in learning small sequences of data and have an advantage in this area [21].  

The LSTM architecture is composed of recurrent modules, called cells, each comprising four 

interconnected neural networks. Within this structure, each cell transmits two forms of information to the 

next cell: the cell state and the hidden state. LSTM uses memory cells to maintain information throughout 

the learning process.  

During computation, the input gate, forget gate, and output gate work collaboratively to regulate and 

manage the cell's memory. The input gate is essential for integrating pertinent information into the present 

cell state, utilizing a combination of sigmoid and tanh activation functions to regulate the input flow. The 

forget gate eliminates information deemed irrelevant by the LSTM, using a sigmoid activation function to 

selectively decide which data to preserve or discard. The output gate determines how much information from 

the current cell state to reveal, using a sigmoid activation function to control the flow of output data. The 

structure of the LSTM model, as referenced in [22], is presented in Fig. 3. 

 

Figure 3. The Architectural Structure of LSTM 

The initial stage of the LSTM computation involves determining which portions of the information 

stored in the previous cell state (𝑐𝑡−1) should be discarded to optimize the learning process. This decision-

making process is controlled by the forget gate (𝑓𝑡) can be written as Eq. (1). 

𝑓𝑡 = 𝜎(𝑊(𝑓)𝑥𝑡 + 𝐶(𝑓)ℎ𝑡−1 + 𝑏(𝑓)). (1) 

The subsequent step involves deciding which information should be added to the current cell state (𝑐𝑡). 

This process includes two components: identifying the update values via the input gate (𝑖𝑡) can be written as 

Eq. (2), and generating a candidate cell state vector (𝑐′𝑡) can be written as Eq. (3). 

𝑖𝑡 = 𝜎(𝑊(𝑖)𝑥𝑡 + 𝐶(𝑖)ℎ𝑡−1 + 𝑏(𝑖)), (2) 

𝑐′𝑡 = 𝑡𝑎𝑛ℎ(𝑊(𝑐)𝑥𝑡 + 𝐶(𝑐)ℎ𝑡−1 + 𝑏(𝑐)). (3) 

Cell state (𝑐𝑡−1) is updated to the new cell state (𝑐𝑡) by intergrating the output of the forget gate, input gate, 

and the candidate vector (𝑐′𝑡) can be written as Eq. (4). 

𝑐𝑡 = 𝑓𝑡 ∙ 𝑐𝑡−1 + 𝑖𝑡 ∙ 𝑐′
𝑡. (4) 
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The final stage involves generating the output using the updated cell state. This is performed through 

the output gate (𝑜𝑡), as presented in Eq. (5). Subsequently, the output gate vector (𝑜𝑡) according to [23] is 

combined with the (𝑐𝑡) to calculate the hidden state (ℎ𝑡), as shown in Eq. (6). 

𝑜𝑡 = 𝜎(𝑊(𝑜)𝑥𝑡 + 𝐶(𝑜)ℎ𝑡−1 + 𝑏(𝑜)), (5) 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝑐𝑡), (6) 

where 𝑊 and 𝐶 is the weight matrix, 𝑥𝑡 represents the input at time 𝑡 and 𝑏{𝑓,𝑖,𝑐,𝑜} represents the set of bias 

vectors as written by [24]. 

2.3.2 BiLSTM Model          

To enhance LSTM's ability to learn sequential patterns from both preceding and succeeding contexts, 

the BiLSTM architecture is used. The architecture comprises two parallel LSTM layers: one processes the 

input sequence in the forward temporal direction, capturing dependencies from past to future, while the other 

operates in the reverse direction, learning information from future to past. BiLSTM is a variant of RNN 

designed to capture long-term dependencies within sequential data [25]. This mechanism enables the model 

to capture contextual information from both preceding and succeeding elements within the encoded text.  

In a standard LSTM, a single directional flow updates its hidden state based only on preceding data, 

without incorporating information from subsequent steps. To address this limitation, the BiLSTM 

architecture is configured to analyze input sequences bidirectionally. This configuration enables the model to 

extract meaningful contextual representations by considering both prior and subsequent elements in the 

sequence during training. 

The BiLSTM architecture comprises two separate LSTM layers, with one processing the input 

sequence from left to right (forward) and the other from right to left (backward) [25]. The forward layer 

processes the input sequence from left to right by integrating the current input vector (𝑥) with the previous 

hidden state (ℎ𝑡−1). As shown in [19], the architectural design of the BiLSTM model is illustrated in Fig. 4. 

 

Figure 4. The Architectural Structure of BiLSTM 

The output of the BiLSTM model is derived by integrating the hidden states produced by both the 

forward and backward LSTM layers. Let ℎ⃗ 𝑡 and ℎ𝑡 denote the hidden state at time 𝑡 corresponding to the 

forward and backward passes, respectively. The formulation of the BiLSTM output can be seen in Eqs. (7) 

and (8). 

ℎ⃗ 𝑡 = 𝐿𝑆𝑇𝑀(𝑥𝑡 , ℎ⃗ 𝑡−1), (7) 

ℎ𝑡 = 𝐿𝑆𝑇𝑀(𝑥𝑡 , ℎ𝑡 − 1), (8) 

where: 

𝑥𝑡 : the input vector at time 𝑡; 

ℎ⃗ 𝑡−1 : the forward ℎ𝑡 from the previous time step (𝑡 − 1); 

ℎ𝑡−1 : the backward ℎ𝑡 from the subsequent time step (𝑡 − 1). 
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3. RESULTS AND DISCUSSION 

This study presents an analytical discussion of the integration of BERT and BiLSTM models for 

sentiment analysis using advanced neural network frameworks. The BERT model transforms an input text 

sequence into contextual embeddings by leveraging a bidirectional Transformer architecture that integrates 

information from both preceding and succeeding elements of the sequence. BiLSTM is applied to capture 

long-term sequential dependencies from both directions, thereby complementing BERT’s contextual 

representation. 

Within such a framework, sentiment prediction is typically obtained using a Softmax activation 

function, which maps the output to a probability distribution over predefined sentiment categories. From an 

analytical standpoint, integrating BERT with BiLSTM is anticipated to provide a more comprehensive feature 

representation and to enhance the effectiveness of sentiment classification. The combined architecture of the 

BERT–BiLSTM model is illustrated in Fig. 5. 

 

Figure 5. The Architectural Structure of BERT-BiLSTM 

At the initial phase, the input text is processed by the BERT model, which converts each token into a 

contextual vector representation based on the surrounding context in the sequence. Because it works 

bidirectionally, BERT can capture the semantic meaning of a word by considering both its preceding and 

succeeding context within a sentence. In Fig. 5, 𝐸1, 𝐸2, … , 𝐸𝑁 represent the input word embeddings processed 

by the BERT layer, while 𝐸[𝐶𝐿𝑆] denotes the special classification token used to indicate the beginning of the 

sentence, the vector 𝑇0 corresponds to the output representation of the [𝐶𝐿𝑆] token after BERT training, and 

𝑇1, 𝑇2, … , 𝑇𝑁 refer to the output vectors for each individual word generated by the BERT layer.  

The BiLSTM layer functions bidirectionally, consisting of a forward pass that processes the input 

sequence from the beginning to the end, and a backward pass that processes it in reverse from the end to the 

beginning. This layer allows the model to understand long-term sequential patterns in text data. Subsequently, 

the Bi-LSTM model is employed to extract contextual features from the input sequence, where {ℎ0 → ℎ1 →
ℎ2 →. . .→ ℎ𝑛} represents the hidden layer sequence generated for the forward LSTM, {ℎ𝑛 →. . . → ℎ2 → ℎ1 →
ℎ0} the hidden layer sequence generated for the backward LSTM within the BiLSTM architecture. The results 

from these two directions are combined to form a more informative final feature representation. 

In the integrated BERT–BiLSTM framework, the output vector 𝐶 = {𝑇0, 𝑇1, 𝑇2, … , 𝑇𝑁}  ∈ 𝑅𝑛 which 

include [𝐶𝐿𝑆] token from the BERT hidden layer is multiplied by a weight matrix 𝑊𝑎 ∈ 𝑅𝑑𝑎×𝑛. The output 

produced from the previous layer is then input into the BiLSTM layer, which can be represented as Eq. (9). 
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𝑎𝑡 = 𝑔1(𝑊𝑎𝐶𝑖 + 𝑏𝑎), (9) 

with 1 ≤ 𝑡 ≤ 𝑛, 𝑛 represents the dimensionality of the feature vector produced after fine-tuning the BERT 

model. The vector 𝑎𝑡 ∈ 𝑅𝑑𝑎 serves as the input to the BiLSTM layer, while 𝑏𝑎 denotes the bias vector with 

dimension 𝑑𝑎, and function 𝑔1 is employed as the activation mechanism and is defined as the Sigmoid 

function. By combining Eqs. (7) and (8), the formulation of the output vector (𝑣𝑡), can be represented as 

follows:  

𝑣𝑡 = ℎ⃗ 𝑡 + ℎ⃗⃖𝑡 , (10) 

where ℎ⃗ 𝑡 ∈ 𝑅𝑑ℎ, ℎ𝑡 ∈ 𝑅𝑑ℎ.  

In the standard BiLSTM formulation, the hidden state at time 𝑡 can be represented by Eq. (11): 

ℎ𝑡
𝑑 = 𝑔2(𝑊ℎ

𝑑𝑎𝑡 + 𝐶ℎ𝑡−1
𝑑 + 𝑏ℎ

𝑑), (11) 

where 𝑔2 denotes the 𝑇𝑎𝑛ℎ function, and 𝑊ℎ
𝑑𝑎𝑡 ∈ 𝑅𝑑ℎ×𝑑𝑎 corresponds to the weight matrix associated with 

the input vector (𝑎𝑡), where 𝑑 ∈ {0, 1} indicates the two directions of the hidden states in the BiLSTM layer 

(forward and backward). The matrix 𝐶 refers to the weight parameters applied to the output sequence of the 

hidden state (ℎ𝑑) at time (𝑡). The term ℎ𝑡−1
𝑑  is the hidden state output from the previous time (𝑡 − 1) in 

direction 𝑑, while 𝑏ℎ represents the bias vector corresponding to the same directional component. 

Subsequently, the output sequences (ℎ𝑑) from both directional hidden layers are concatenated to form the 

final feature vector 𝐻, which can be interpreted as representing contextual information at the sentence level. 

The fully connected layer then typically applies a Softmax function to map the feature vector 𝐻 into class 

probabilities for sentiment prediction, as represented by Eq. (12). 

𝑝(𝑦|𝐻,𝑊ℎ , 𝑏ℎ) = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊ℎ𝐻 + 𝑏ℎ), (12) 

where: 

𝑊ℎ ∈ 𝑅|ℎ|×|𝑙| : the weight matrix of the output layer; 

𝑏ℎ ∈ 𝑅|𝑙| : the bias vector; 

|𝑙|  : the number of target class. 

To further contextualize the analytical framework outlined in this study, it is necessary to review how 

BERT, BiLSTM, and their integration have been applied in prior scholarly works. Accordingly, Table 1 

presents a comparative synthesis of relevant studies, highlighting the principal contributions, reported 

strengths, and identified limitations of each model. 

Table 1. Comparative Overview of BERT, BiLSTM, and BERT–BiLSTM 

Model Dataset Metric Result Strengths Limitations 

BERT [2] SST-2 

(GLUE 

benchmark) 

Accuracy 93.5% Strong contextual 

embeddings 

Limited handling of 

long sequences 

BERT–BiLSTM 

[26]  

IMDB 

Movie 

Reviews 

Accuracy 97.67% Better classification 

performance than 

BERT alone 

Higher computational 

cost 

LSTM, BiLSTM, 

BERT, 

RoBERTa, 

BERTweet [27] 

Yelp 

Reviews 

Accuracy/F1 LSTM 77%, 

Bi-LSTM 

75%, BERT 

67%, 

BERTweet 

60%, 

RoBERTa 

59% 

Provides comparative 

benchmark across 

models 

Transformer models 

underperformed on 

Yelp 

BERT–

BiLSTM–

Attention [28] 

Chinese 

Stock 

Reviews 

Accuracy, 

F1 

93.98% Accuracy improved 

with attention 

mechanism 

More complex 

architecture 

Based on the comparative findings presented in Table 1, it can be concluded that prior studies 

consistently demonstrate the complementary strengths of BERT and BiLSTM. BERT achieves high accuracy 

on context-oriented benchmarks, such as SST-2 (93.5%), yet its performance tends to decline when applied 
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to datasets with longer or more complex textual structures, as observed in Yelp Reviews, where recurrent 

models such as LSTM and BiLSTM outperform transformers. Conversely, BiLSTM exhibits strong 

capabilities in modeling sequential dependencies but lacks the deep contextual representation offered by 

BERT. Hybrid models, such as BERT–BiLSTM, which achieved 97.67% accuracy on the IMDB dataset, 

highlight the potential of integrating contextual embeddings with sequential learning, albeit at the cost of 

increased computational complexity and susceptibility to overfitting. These findings emphasize the 

importance of considering both dataset characteristics and computational trade-offs when selecting or 

designing sentiment analysis models. In this regard, the present study contributes by offering an analytical 

synthesis that integrates empirical evidence with methodological insights, positioning the BERT–BiLSTM 

integration as a promising framework for multilingual and domain-specific sentiment analysis. Furthermore, 

this framework underscores the systematic combination of contextual understanding and sequential 

modeling, thereby opening pathways for the development of more adaptive and efficient sentiment analysis 

approaches in future research. 

4. CONCLUSION 

This study presents an analytical synthesis of sentiment analysis research focusing on the integration 

of BERT and BiLSTM architectures. The bibliometric analysis using VosViewer revealed four dominant 

thematic clusters, indicating that most prior studies examined transformer-based and recurrent models 

independently, with limited exploration of their hybridization. The comparative findings from benchmark 

datasets demonstrate that combining BERT’s contextual embeddings with BiLSTM’s sequential learning 

consistently enhances sentiment classification accuracy, as evidenced by studies reporting over 97% accuracy 

on the IMDB dataset. However, this improvement is accompanied by higher computational costs and 

architectural complexity. The integrated framework discussed in this study contributes by reinforcing the 

connection between contextual and sequential representations as a foundation for developing more adaptive 

sentiment analysis systems, particularly in multilingual and domain-specific contexts. Future research should 

emphasize optimizing computational efficiency, exploring multilingual adaptability, and extending hybrid 

architectures to broader text analytics applications. 
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