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Abstract. Network intrusion is any unauthorized activity on a computer network. Attacks on the network computer 

system can be devastating and affect networks and company establishments. Therefore, it is necessary to curb these 
attacks. Network Intrusion Detection System (NIDS) contributes to recognizing the attacks or intrusions. This paper 

explains the factors that influence network attacks. Some machine learning methods are used such as are logistic 

regression, random forest XGBoost, and CatBoost. The best model is chosen from these models based on its accuracy 

level. Classification modelling is divided into two types, namely using a dummy and not using dummy variables. The 
best method for predicting network intrusion is a random forest with a dummy variable that has an Area Under Curve 

(AUC) value of 92.31% and an accuracy of 90.38%. 
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1. INTRODUCTION 

A network intrusion is any unauthorized activity that takes place on a computer network. To detect an 

intrusion, defenders must have a clear understanding of how attacks work. With the growth of network 

technologies, network attacks have drastically increased in quantity. Intrusion detection is necessary for 

today's computing environment because it is impossible to track current and potential threats and 

vulnerabilities in our computing systems. The environment is constantly evolving and changing the field of 

science with new technologies and the Internet. [1]. 

An attack on a network computer system can be catastrophic and affect the network and the 

establishment of the company. We need to stop these attacks and the Intrusion Detection System will work 

to identify them. Without a Network Intrusion Detection System (NIDS) to recognize the activities in the 

network, this might result in irremediable harm to a system’s network. An intrusion attack is an attack where 

an attacker enters your network [1]. Several methods have been employed in monitoring attacks. These 

methods are based on machine learning, data mining, and statistical methods. For machine learning and data 

mining methods, some investigations have been conducted such as in reference [2]–[4]. Furthermore, 

references [5]–[10] are research that uses statistical methods to detect an anomaly in a network. 

The application of the logistic regression model has played a significant role in different fields. The 

logistic regression algorithm is used when we want to classify data items into categories [11], [12]. Usually, 

the target variable is binary which means it only contains data classified as 1 or 0. The main objective of the 

logistic regression algorithm is to find the best fit that is diagnostically reasonable to describe the relationship 

between the target variable and the predictor variables. Random forest classifier uses an ensemble learning 

method for classification which uses multiple decision trees during the training phase and outputs an average 

prediction of individual trees [13]. This classifier forms forests with a random number of trees. Normal 

decision tree algorithms are rule-based and rely only on a set of prediction rules on the dataset. In contrast to 

this, random forest classifiers instead of using Gini Index or information gain for calculation of the root node, 

find the root node, and splits the features randomly. Some advantages of random forest classifier are that it 

has good predictive performance on supervised learning algorithms, provides a reliable feature importance 

estimate, and offers an efficient estimate of the test error without incurring the iterative model training costs 

associated with cross-validation [14]. 

XGBoost is an ensemble algorithm that belongs to the category of boosting algorithm with three typical 

integration methods, namely bagging, boosting, and stacking. The main idea of this algorithm is to transform 

features by growing and adding trees constantly. Each time a tree is added, the new function learned will 

adjust to the residual from the last prediction. So when the training is completed, k trees are obtained, and 

then the sample scores can be predicted. According to the characteristics of the sample, each tree produces a 

leaf node, and each leaf node corresponding to the final score will be added to the corresponding score; so 

that, the predictive value of the sample can be obtained. Some of the advantages of the XGBoost algorithm 

are regularization which prevents the model from overfitting, parallel processing, handling missing values, 

cross-validation, and effective tree pruning [15].  

CatBoost is a supervised machine-learning algorithm for classifying categorical data using gradient 

boosting on decision trees [16]. Initially, a series of under-fitted shallow decision tree models are built on 

sampled training datasets. the decision tree is formed with a top-down approach by dividing the training 

dataset into similar instances. Homogeneity between instances is measured by entropy. Decision trees act as 

weak learners during this ensemble learning method. After creating the decision trees, each tree model tries 

to reduce the residual error in the prediction using a log-loss function. The weighted cumulative sum of these 

predictions gives the final predicted value in the classifier with learning rate one. Two important algorithmic 

advances introduced in CatBoost are the implementation of ordered boosting, a permutation alternative based 

on the classic algorithm, and an innovative categorical feature processing algorithm.[17]. 

This paper will explain the factors that influence network attacks. Some machine learning methods 

used are logistic regression, random forest XGBoost, and CatBoost. The best model will be chosen from these 

models based on its accuracy. This paper is expected to be a reference in the field of data processing so that 

benefits can be taken. 
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2. RESEARCH METHODS 

There are several studies on NIDS. Many statistical methods have been applied to developing intrusion 

prediction, such as discriminant analysis and logistic regression. Advanced machine learning methods 

including random forest, XGBoost, and CatBoost can also be applied. 

 

2.1.    K-Fold Cross-Validation 

The K-Fold Cross Validation (KCV) method is a reliable method for predicting error in a concept. This 

method is widely used by researchers to reduce the bias that occurs because of taking data samples to be used. 

KCV repeatedly splits data into training data and testing data, where each data has the opportunity to become 

data testing [18]. The most commonly used k value is 10 because it is the most feasible value to get the best 

error estimate [19]. The data is divided into 10 parts, while 9 parts are used as training data and the other part 

becomes testing data, then repeated 10 times, so that each data has the opportunity to become training data 

as well as testing data. 

 

2.2.   Feature Selection 

In machine learning and statistics, feature selection is the method of selecting a subset of relevant options 

to use in building the model. Feature selection techniques are used for shorter training times, simplification 

models to make them easier to interpret, to avoid the curse of dimensionality, and increased generalization 

by reducing overfitting [20]. 

 

2.3.   Data Source 

The data used in this paper is secondary data, namely UNSW NB15. The data was retrieved from the 

Kaggle website https://www.kaggle.com/mrwellsdavid/unsw-nb15. 

 

2.4.   Variable of Interest 

The given training dataset has dimensions of 82,332 × 44 and the testing dataset has dimensions of 

175,341 × 44. The variables are explained in Table 1. 

Table 1. Variable of Interest 

Var Name Type 

X1 proto Non-Metric 

X2 state Non-Metric 

X3 dur Metric 

X4 sbytes Metric 

X5 dbytes Metric 

X6 sttl Metric 

X7 dttl Metric 

X8 sloss Metric 

X9 dloss Metric 

X10 service Non-Metric 

X11 Sload Metric 

X12 Dload Metric 

X13 Spkts Metric 

X14 Dpkts Metric 

X15 swin Metric 

X16 dwin Metric 

X17 stcpb Metric 

X18 dtcpb Metric 

https://www.kaggle.com/mrwellsdavid/unsw-nb15
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Var Name Type 

X19 smeansz Metric 

X20 dmeansz Metric 

X21 trans_depth Metric 

X22 res_bdy_len Metric 

X23 Sjit Metric 

X24 Djit Metric 

X25 Stime Timestamp 

X26 Ltime Timestamp 

X27 Sintpkt Metric 

X28 Dintpkt Metric 

X29 tcprtt Metric 

X30 synack Metric 

X31 ackdat Metric 

X32 is_sm_ips_ports Non-Metric 

X33 ct_state_ttl Metric 

X34 ct_flw_http_mthd Metric 

X25 is_ftp_login Non-Metric 

X36 ct_ftp_cmd Metric 

X37 ct_srv_src Metric 

X38 ct_srv_dst Metric 

X39 ct_dst_ltm Metric 

X40 ct_src_ ltm Metric 

X41 ct_src_dport_ltm Metric 

X42 ct_dst_sport_ltm Metric 

X43 ct_dst_src_ltm Metric 

Y1 Label Non-Metric 

 

 

2.5.     Data Structure 

The data structure used in this study is as follows: 

Table 2. Data Structure 

X1 X2 X3 … X43 Y1 

X1,1 X2,1 X3,1 … X43,1 Y1,1 

X1,2 X2,2 X3,2 … X43,2 Y1,2 

X1,3 X2,3 X3,3 … X43,3 Y1,3 

      

X1,n X2,n X3,n … X43,n Y1,n 

 

 

3. RESULTS AND DISCUSSION 

3.1. Preprocessing 

Before analyzing the data, it is necessary to pre-process the data first. Based on Figure 1, Data is known 

to have no missing value so further analysis can be done. 
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Figure 1. Missing Value Full Dataset 

 

Predictor variables in this study consisted of numerical and categorical variables. Response variables 

used in this study consisted of 2 categories, namely normal and attack records. The characteristics of the 

labels in the training and testing data are as follows. 

 
Figure 2. Training Labels 

 

Based on Figure 2, The number of normal and attack categories is relatively balanced, although it 

appears that the attack categories are slightly higher. Because the data is balanced, there is no need to do data 

balancing. 

 
Figure 3. Testing Labels 

 

Figure 3 shows that the label on the testing data has a significant difference between the normal and 

attack categories. The attack category has double the normal category. 
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3.2. Classification Modeling 

In this study, classification modeling will be divided into two types, namely using a dummy and not 

using dummy variables. The dummy variable is used because several categorical variables are thought to 

improve the accuracy of the model. The methods used for classification are CatBoost, XGBoost, random 

forest, logistic regression, and linear discriminant analysis. The selection of the best method is based on the 

AUC value and the highest accuracy in the testing data. 

Table 3. Classification Results 

Model 
Without Dummies With Dummies 

AUC Accuracy AUC Accuracy 

CatBoost 0.9217 0.9014 0.9222 0.9018 

XGBoost 0.9208 0.9006 0.9218 0.9020 

Random Forest 0.9208 0.9006 0.9231 0.9038 

Linear Regression 0.8178 0.8151 0.7936 0.7435 

LDA 0.8877 0.8792 0.8881 0.8678 

 

Based on Table 3, it is known that the AUC value and the highest accuracy using the CatBoost method without 

dummy variables. Meanwhile, the random forest method has the highest AUC value and accuracy with a 

dummy variable. In conclusion, random forest is the best method for predicting network intrusion. 

 

 
4. CONCLUSIONS 

In this research, some machine learning methods are used such as are logistic regression, random forest 

XGBoost and CatBoost are used to classify the intrusion in the network. The UNSW NB15 dataset is known 

to have no missing values. The number of normal and attack categories in training is relatively balanced. The 

best method for predicting network intrusion is to use a random forest classifier with a dummy variable that 

has an AUC value of 92.31% and an accuracy of 90.38%. For the next studies, performing feature engineering 

on the data and tuning parameters can be used to get the best accuracy of the model. 
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