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Abstract. Support vector machine is one of the supervised learning methods in machine learning that is used in 
classification. The purpose of this study is to measure the accuracy of classification by using 4 hyperplane functions 

in SVM, namely linear, sigmoid, polynomial, and radial basis function (RBF). Based on the simulation results of 

training data and testing data on female breast cancer patients, SVM with hyperplane RBF has better accuracy than 

hyperplane polynomial, linear and sigmoid. The RBF results for the training and testing data were 89,1% and 73,2%, 
respectively. Based on the results of the classification of training data for female breast cancer patients, 88.07% had 

no recurrence and 93,33% had recurrence events. Meanwhile, based on the results of the classification of testing 

data, female patients did not recurrence events and recurrence events was 72,55% and 80,00%, respectively. So from 

this article, it can be concluded that SVM with hyperplane RBF is one of the best methods in the application of the 
method of classifying female breast cancer patients. 
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1. INTRODUCTION 

Breast cancer is an abnormal growth that occurs in breast cells that can be felt as a lump or tumor [1]. 

Tumors occur when breast cells divide uncontrollably and produce additional tissue. A breast tumor can be 

benign or malignant (cancerous), a cancerous breast tumor can spread from within the breast tissue into the 

lymph nodes in the armpit and to other parts of the body. The cause of breast cancer is not known for certain, 

breast cancer can occur in women who have offspring with breast cancer or it can even occur in young women 

who are still menstruating.  

Symptoms of breast cancer include a lump in the breast that does not cause pain, bleeding or unusual 

discharge from the nipple, pulling inward of the breast skin and areola, persistent itching and rash around the 

areola, and breast skin. swollen or thickened. Early examination of the breast can prevent women from getting 

breast cancer as early as possible or if it is found out as soon as possible, then these women immediately 

know the fast and appropriate action in dealing with the growth of abnormal cells in the breast. If you find a 

lump in the breast and suspect that there is a possibility of having breast cancer, it is advisable to consult a 

doctor and run tests such as mammograms and breast MRIs [2], [3].  

Breast cancer is the second leading cause of death in women [4]. In the United States, there are 

approximately 250,000 women diagnosed with breast cancer [5]. Although the overall mortality of breast 

cancer patients has decreased in the country. Based on data obtained from the University Medical Center in 

the form of a dataset of breast cancer patients with a total of 286 records [6].  

This article discusses scientifically using the Support Vector Machine (SVM) classification method 

which is useful for knowing the value of the classification comparison between women who did not 

recurrence events and recurrence events. suffering from breast cancer. The results of this classification itself 

can later be used for handling other patients which is useful for reducing the number of patients who 

experience recurrence of breast cancer. Several studies use the SVM method as a classification method, 

namely the application of SVM in economics [7], transportation [8], and social media data analysis [9]. 

 

 

2. RESEARCH METHODS 

 

The data for this article was obtained from the University Medical Center in the form of a dataset of 

women with breast cancer with a total of 277 data records. This data is divided into training data (80%) and 

testing data (20%), using the Support Vector Machine (SVM) classification method which aims to classify 

women who recurrence events and do not recurrence events against breast cancer. The analytical method 

used in this article is the SVM method with the help of Python applications and the kernel functions used in 

SVM are linear, sigmoid, polynomial and RBF. 
 

Table 1. Characteristics of Female Breast Cancer Patients 

Variable Description Scale Category 

X1 Age Interval 1 = 20-29 

   2 = 30-39 

   3 = 40-49 

   4 = 50-59 

   5 = 60-69 

   6 = 70-79 

X2 Menopause Nominal 1 = ge40 

   2 = lt40 

   3 = premeno 

X3 Tumor size Interval 1   = 0-4 

   2   = 5-9 

   3   = 10-14 

   4   = 15-19 

   5   = 20-24 

   6   = 25-29 

   7   = 30-34 

   8   = 35-39 

   9   = 40-44 

   10 = 45-49 
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Variable Description Scale Category 

   11 = 50-54 

X4 Inv nodes Interval 1 = 0-2 

   2 = 3-5 

   3 = 6-8 

   4 = 9-11 

   5 = 12-14 

   7 = 15-17 

   8 = 24-26 

X5 Node caps Nominal 1 = no 

   2 = yes 

X6 Deg malign Nominal 1 

   2 

   3 

X7 Breast Nominal 1 = left 

   2 = right 

X8 Breast quad Nominal 1 = central 

   2 = left low 

   3 = left up 

   4 = right low 

   5 = right up 

X9 Irradiate Nominal 1 = no 

   2 = yes 

Y Class Nominal 0 = no recurrence events 

      1 = recurrence events 

 

 

3. RESULTS AND DISCUSSION 

 

3.1  Multicollinearity 

The multicollinearity problem occurs when there is a linear relationship between the predictor 

variables. One way to indicate a linear relationship between independent variables is to calculate the 

correlation coefficient between the predictor variables [10]. If the value of the correlation coefficient exceeds 

0.8, it indicates the existence of multicollinearity [11]. One way to overcome this multicollinearity is to 

eliminate predictor variables that have a high correlation [12]. 

 

3.2 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is one of the supervised learning methods used in classification 

(Support Vector Classification) and regression (Support Vector Regression). SVM in classification modeling 

has advantages compared to other classification techniques, namely, it can solve linear and non-linear 

classification and regression problems. SVM on a non-linear problem that uses the concept of a kernel in a 

high-dimensional space. In this dimensional space, the best hyperplane will be sought, namely by maximizing 

the distance between classes. The process of finding the best hyperplane is what is at the core of the SVM 

process. The most important hyperplane in SVM is the kernel, the kernels commonly used in SVM include 

the following [13]: 

 

1. Linear  

Linear is the simplest kernel function that is used when the analyzed data is linearly separated. Here is the 

linear kernel equation. 

 

K(x, z) =  xTz 
 

2. Radial Basis Function (RBF) 

RBF is a kernel function that is used when the data is not linearly separated. This kernel has two 

parameters, namely Gamma and Cost. The Gamma parameter determines how far the influence of one 

sample training dataset is. While the Cost (C) parameter works as an SVM optimization to avoid 

misclassification in each sample in the training dataset. The following is the RBF kernel equation. 
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K(x, z) = exp[−𝛾‖𝑥 − 𝑧‖2] 
 

3. Sigmoid 

Sigmoid is a kernel function similar to the activation function in the neural network model. The following 

is the sigmoid kernel equation. 

 

K(x, z) = tanh(γ xTz + r)𝑑,   γ > 0 

 

4. Polynomial  

Polynomial is a kernel function that is used when data is not linearly separated, generally, this kernel is 

applied to normalized datasets. 

 

K(x, z) = (xTz)𝑑 atau (1 + xTz)𝑑 

 

3.3  Normalization and Accuracy  

 

Normalization is used to make the classification accuracy results are quite high [14]. Normalization in 

the SVM method is in the range of values from 0 to 1 in breast cancer data. Accuracy is the number of true 

or false predictions, which is obtained from the number of positive data that is predicted to be positive and 

negative data that is predicted to be negative divided by the total number of data in the dataset. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑁 + 𝐹𝑃
 

 

where, 

TN = True Negative 

TP = True Positive 

FN = False Negative 

FP = False Positive 

 

3.4  Confusion matrix 

 

Confusion matrix is a diagonal matrix consisting of correctly classified examples, while the other 

matrix elements show the number of examples that are misclassified as some other class and this confusion 

matrix is a fairly good way of analyzing various types of errors [15]. 

 
Table 2. Confusion matrix 

Observation 
Prediction 

Total 
0 1 

0 TN FP 𝑛0 

1 FN TP 𝑛1 

Total   𝒏 

 

The classification accuracy measure is formulated [16], 

Accuracy = (𝑇𝑁 + 𝑇𝑃)/𝑛, 

Sensitivity = 𝑇𝑃/𝑛1,   

Specificity = 𝑇𝑁/𝑛0. 

 

where, 

𝑛0 = TN + FP 

𝑛1 = FN + TP 

𝑛 = 𝑛0  + 𝑛1  
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Below are the results of data exploration based on descriptive statistics as follows: 

 

 
Figure 1. Breast cancer by age 

 

Based on Figure 1, it is known that the age of a woman's risk of breast cancer begins when they are 30 

years old and a woman's risk of breast cancer increases in the age range of 40-49 years. So based on these 

results, it is expected that women will be more aware of their breast health with breast self-examination and 

clinical breast examination. 

 

3.5  Multicollinearity Test 

 

 
Figure 2. The relationship between independent variables 

 

Based on Figure 2, it is known that the variable of the age with menopause has a very strong correlation 

value of 0,72, as well as a variable of the node_caps with inv_nodes, has a strong correlation value of 0,63. 

So to overcome the multicollinearity in this data, the authors decided to eliminate one of the variables that 

have a strong correlation value, namely eliminating the variable of menopause and inv_nodes. So in the SVM 

analysis, the indicator variables used in the SVM method are 7 variables. 
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3.6  SVM Simulation 

 

Furthermore, data classification of recurrence events and no recurrence events breast cancer patients 

was carried out using the SVM method. Simulations were carried out using hyperplanes of linear, sigmoid, 

polynomial, and RBF. Then the application of SVM on training data and testing data is obtained as follows: 

 
Table 3. Hyperplane Based on Accuracy 

Data 
Hyperplane 

Linear Sigmoid Polynomial  RBF 

Training 0,738 0,647 0,887 0,891 

Testing 0,661 0,661 0,732 0,732 

 

The accuracy results in table 3 show that the hyperplane with the RBF kernel function has a higher 

accuracy value than the hyperplanes of polynomial, linear and sigmoid in classifying breast cancer data. The 

RBF accuracy values for each training data and testing data are 89,1% and 73,2%, respectively. This means 

that 89,1% of the data were correctly predicted on the training data and 73,2% of the data were correctly 

predicted on the testing data. 

 
Table 4. SVM Data Training Results 

Class 
Result of SVM (%) 

No recurrence events Recurrence events 

No recurrence events 88,07 6,67 

Recurrence events 11,93 93,33 

 

Based on table 4, it was found that the percentage of SVM accuracy in the classification of training 

data in women who did not recurrence events with breast cancer was 88,07% and women who recurrence 

events with breast cancer were 93,33%. So it can be concluded that the SVM method is good for classifying 

training data. 
 

Tabel 5. SVM Data Testing Results 

Class 
Result of SVM (%) 

No recurrence events Recurrence events 

No recurrence events 72,55 20,00 

Recurrence events 27,45 80,00 

 

Based on table 5, it was found that the percentage of SVM accuracy in the classification of testing data 

for women who did not recurrence events with breast cancer was 72,55% and women who recurrence events 

with breast cancer was 80,00%, so it can be concluded that the SVM method good enough for testing data 

classification. 

 

 

4. CONCLUSIONS 

Based on the results of the analysis obtained the following conclusions: 

1. There are 9 parameters used in the classification of recurrence and non-recurrence status of female breast 

cancer patients, namely age, menopause, tumor size, inv node, node caps, malignancy, breast, quad breast, 

and irradiation. In the multicollinearity test process there is a relationship between age and menopause as 

well as node_caps with inv_nodes, so to eliminate the effect of multicollinearity, 7 parameters are used 

without involving the menopause and inv_nodes parameters. 

2. The best hyperplane applied to female breast cancer patient data is the radial function basis (RBF) with 

the classification accuracy results on training data 89,1% and testing data 73,2%. Based on the results of 

the classification of female patient training data, 88,07% did not experience a recurrence and 93,33% 
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experienced a recurrence. Meanwhile, based on the results of the classification of female patient 

examination data, 72,55% had no recurrence and 80,00% had a recurrence. So from this article, it can be 

concluded that SVM with hyperplane of RBF is one of the best methods in applying the classification 

method to female breast cancer patients. 
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