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Abstract. COVID-19 pandemic is described as the most challenging crisis that humans have faced since World War 

II. From December 2019 until August 2021 based on the dataset provided by WHO, globally 219 countries in the 

world are affected by this virus. There are 205.338.159 cases cumulative total and 4.333.094 death cumulative total 

caused by this virus. In this paper, the data of 219 countries are analyzed using a robust clustering method namely 

K-Medoids cluster analysis.  Based on the result, 219 countries in the world can be divided into five clusters based 

on four COVID-19-related variables, i.e. the number of cases cumulative total, death cumulative total, positive cases 

per capita, and case fatality rate. The distribution of the countries in five clusters was as follows; the first cluster 

contained 48 countries, the second cluster contained 3 countries, the third and fourth clusters contained 16 and 89 

countries respectively, and the last cluster contained 63 countries. The largest cluster is the fourth one, containing 

countries that form a cluster with a centroid below the world average, and the smallest cluster is the second cluster 

with the high cases in all attributes, consisting of the USA, India, and Brazil. 
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1. INTRODUCTION 

In December 2019, an outbreak of pneumonia of unknown origin was reported in Wuhan, Hubei, 

China, this case were epidemiologically linked to the Huanan Seafood Wholesale Market [1]. The pneumonia 

then was known as Coronavirus Disease 19 (COVID-19) and spread across the world becoming a lethal 

pandemic. The effects of the pandemic were operationalized in terms of mobility, economy, and healthcare 

system. The mobility affected includes restructions on travel by airplane, ship and land transportation. 

Pandemics affect the economy in terms of demand and supply, decelerating the economic growth of affected 

countries, leading to reduction in trade and increase in poverty [2]. From December 2019 until August 2021 

based on the dataset provided by World Health Organization (WHO), globally there are 219 countries in the 

world affected by this virus. There are 205338159 case cumulative total and 4333094 death cumulative total 

caused by this virus. To observe the spread of the pandemic among countries around the world, it is necessary 

to group countries with homogeneous characteristics of COVID-19 related variables as a basis for the United 

Nations (UN), particularly WHO, to analysis COVID-19 situation worldwide. 

Cluster analysis is a statistical technique for finding groups of objects from multivariate data. The aim 

of cluster analysis is to construct groups with homogeneous properties out of heterogeneous large samples 

[3]. An assumption that must be fulfilled in performing cluster analysis is the independencies between 

variables [4]. However, correlation between variables commonly occurs in research data. When the variables 

in the data are correlated, one should handle the problem by performing principal component analysis (PCA) 

to obtain new uncorrelated variables called “principal components” (PCs) [5]. The PCs are built as linear 

combinations of the original variables. 

Clustering algorithms are designed to identify an underlying structure of data and use the detected 

relationships within the structure to group the objects into distinct groups. One of the most commonly used 

algorithms among the partitioning methods in cluster analysis is the K-means algorithm [6], [7]. K-means starts 

by assigning K initial cluster centroids, either randomly or by an initialization algorithm. All objects are 

distributed into each cluster based on their distance to the centroids. The solution is refined by first electing 

a new cluster centroid, based on the mean values of each object in the cluster, and then redistributing the 

object accordingly. K-means refines the solution until changes are no longer made or until a maximum limit 

of iterations has been reached [8]. However, K-means is very sensitive to outliers. Even one outlier can affect 

the result of K-means clustering [9], [10]. Therefore a robust cluster algorithm is needed when we deal with data 

containing outliers. One of the efficient robust clustering techniques is the K-medoids, also simply referred to as 

Partitioning Around Medoids (PAM) algorithm [11]. 

 

 

2. RESEARCH METHODS 

This research was conducted in August 2021. The data used in this research was sourced from WHO’s 

website, with the variables used being case cumulative total (CCT), death cumulative total (DCT), positive 

case per capita (PCC), and case fatality rate (CFR) caused by coronavirus. The dataset was collected from 

December 2019 until August 2021. 

Algebraically, principal components are particular linear combination of the 𝑝 random variables 

𝑋1, 𝑋2, … , 𝑋𝑝 [4]. Let 𝑿′ = [𝑋1, 𝑋2, … , 𝑋𝑝] be random vector, and 𝚺 is the covariance matrix of 𝑿 with 

eigenvalues 𝜆1 ≥ 𝜆2 ≥ 𝜆3 ≥  …  ≥ 𝜆𝑝 ≥ 0  and eigenvectors 𝒂′𝒊 , i = 1, 2, …, p. Consider the linear 

combinations: 

𝑌𝑖 = 𝒂𝒊
′𝑿 = 𝑎𝑖1𝑋1 + 𝑎𝑖2𝑋2 + 𝑎𝑖3𝑋3 + … + 𝑎𝑖𝑝𝑋𝑝 ;      𝑖 = 1,2, … , 𝑝 (1) 

with variance and covariance: 

𝑉𝑎𝑟(𝑌𝑖) = 𝒂𝒊
′ 𝜮 𝒂𝒊      ; 𝑖 = 1,2, … , 𝑝 (2) 

 

𝐶𝑜𝑣(𝑌𝑖 , 𝑌𝑘) = 𝒂𝒊
′ 𝜮 𝒂𝒌      ; 𝑖, 𝑘 = 1,2, … , 𝑝 (3) 

The principal components are those uncorrelated linear combinations 𝑌1, 𝑌2, … , 𝑌𝑝 whose variances in 

(2) are as large as possible [4]. In general, the i-th principal component  is a linear combination 𝒂𝒊
′𝑿 which 
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maximizes 𝑉𝑎𝑟(𝒂𝒊
′𝑿 ) subject to 𝒂𝒊

′𝒂𝒊 = 𝟏 and 𝐶𝑜𝑣(𝒂𝒊
′𝑿, 𝒂𝒌

′ 𝑿) = 0 for 𝑘 < 𝑖. If the variables in the data have 

different units, the correlation matrix is used instead of the covariance matrix. 

The K-Medoids clustering algorithm is also a partition-based clustering algorithm [12]. Many studies 

to improve K-Medoids algorithm have been done in decades (see e.g. [13]–[15]). The uses of the K-medoids 

have been also applied in various research fields, one can see e.g. [10], [11], [16]–[19]. The procedure of 

PAM algorithm can be summarized as follows: 

1. Determine initial medoids  

• Calculate the distance between every pair (𝑖, 𝑗) of all objects using Euclidean distance: 

𝑑(𝑖, 𝑗) = 𝑑𝑖𝑗 = √∑(𝑥𝑖𝑘 − 𝑥𝑗𝑘)2

𝑝

𝑘=1

 (4) 

• Calculate 𝑣𝑖 for object 𝑖 as follows  

𝑣𝒊 = ∑
𝑑𝑖𝑗

∑ 𝑑𝑗𝑙
𝒏
𝒍=𝟏

         ; 𝑗 = 1,2, … , 𝑛

𝒏

𝒋=𝟏

 (5) 

• Sort 𝑣𝑖 in ascending order, then select 𝑘 objects having the first 𝑘 smallest values as initial 

medoids. 

• Obtain the initial cluster result by assigning each object to the nearest medoid. 

• Calculate the sum of distance from all objects to their medoids. 

2. Update medoids 

• Find a new medoid from each cluster by minimizing the total distance to other objects in 

cluster. 

• Update new medoid in each cluster. 

3. Assign objects to medoids 

• Set each object to the nearest medoid and obtain the cluster result. 

• Calculate the sum distance of all objects to their medoids. 

• Repeat from step 2, if the sum is equal to the previous iteration then stop algorithm [20]. 

The performance of cluster result is necessarily evaluated to see the level of homogenity of each 

cluster and determine the optimal number of clusters underlying the data. One of the most widely used 

statistics for cluster evaluation is the R-Squared (RS).  R-Squared is computed as: 

𝑅𝑆 =
𝑆𝑆𝐵

𝑆𝑆𝑇
=

𝑆𝑆𝑇 − 𝑆𝑆𝑊

𝑆𝑆𝑇
=

{∑ (𝑥𝑗 − 𝑥̅)2𝑛
𝑗=1 } − {∑ ∑ (𝑥𝑖𝑗 − 𝑥̅)2𝑟𝑖

𝑗=1
𝑛𝑐
𝑖=1 }

{∑ (𝑥𝑗 − 𝑥̅)2𝑛
𝑗=1 }

 (6) 

The value of RS ranges from 0 to 1, with 0 indicating no differences among cluster and 1 indicating 

maximum differences among cluster. 

Processed resulted are analyzed using the help of Rstudio software. The analysis procedure can be 

described as follow: 

a) Outliers detection by using the Mahalanobis distance: 

𝑑𝑖(𝒙𝒊, 𝑥̅) = √(𝒙𝒊 − 𝑥̅)′𝑺−1(𝒙𝒊 − 𝑥̅), 

𝒙𝒊 is an outlier if 𝑑𝑖
2(𝒙𝒊, 𝑥̅) > 𝜒𝑝,1−𝛼

2  , where p is the number of variables and  is a significance 

level with the default cut off commonly used is =0.05.  

b) Calculate the correlations among variables CCT, DCT, PCC, and CFR 

c) If the variables are correlated, PCA is performed. 
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d) Clustering the countries using PAM algorithms based on the principal components scores. 

e) Evaluate the cluster result 

 

 

3. RESULTS AND DISCUSSION 

The correlations between the variables are presented in Table 1. Based on Table 1, it has been shown 

that the correlation value between CCT and DCT is very high, as much as 0,932, although other correlations 

are mild, we have to perform PCA to obtain independent new variables. 

Table 1. Correlation between four variables 

 CCT DCT PCC CFR 

CCT 1 0.932 0.156 0.035 

DCT 0.932 1 0.164 0.156 

PCC 0.156 0.164 1 -0.126 

CFR 0.035 0.156 -0.126 1 

 

The following table shows the eigenvalues of the sample correlation matrix above. The percentage of 

variances contained in each eigenvalue is described graphically in Figure 1. 

 
Table 2. Eigen value 

Eigen Eigenvalue Variance Percent Cumulative Variance Percent 

𝜆1 1.995 49.868 % 49.868 % 

𝜆2 1.126 28.138 % 78.006 % 

𝜆3 0.820 20.490 % 98.496 % 

𝜆4 0.060 1.504 % 100 % 

 

  
Figure 1. Scree plot of eigen values 

 

Based on Table 2, we only use two initial eigenvalues for further analysis since both eigenvalues 

already contain 78 % of cumulative variance, and scree plot in Figure 1 also suggests that two components 

be retained. The scatter plot of objects using the first and the second Principal Component Scores (PC_1 and 

PC_2) is presented in Figure 2. 

 

    
Figure 2. Plot PC_1 vs PC_2 

 



BAREKENG: J. Il. Mat. & Ter., vol. 16(2), pp. 687- 694, June, 2022.     691 

 

 

Based on Figure 2, both variables form a stationary pattern, which means the two variables are 

uncorrelated, then the assumption of mutually uncorrelated variables is satisfied. However, it is indicated that 

there are outliers in the data. We conducted outlier detection using robust squared of Mahalanobis distance 

and the result is shown in Figure 3.  

 

 
Figure 3. Outlier detection 

 

The result shows that the number of outliers in the data is 39. Then a robust clustering algorithm is 

required. The robust cluster analysis used is based on the principal component scores that have been obtained. 

Using the K-Medoids algorithm, we obtained the optimal number of clusters according to silhouette width, 

which is equal to 5, as presented in the following figure 4. 

 

 
Figure 4. Optimal number of clusters 

 
The result of the K-medoids algorithm for five clusters yields an R-Square value of as much as 0.8105, 

which means that 81,05 % of the characteristics between clusters are different from each other. The resulted 

clusters are graphically shown in Figure 5, and the members of each cluster are presented in Table 3. 

 

 
Figure 5. Cluster plot result 

To determine cluster characteristics based on each variables and paid more attention to in each cluster, 

it is necessary to carry out a descriptive analysis. From all countries in the data, the average value of each 

variables are 𝑋̅𝐶𝐶𝑇 = 933380,584, 𝑋̅𝐷𝐶𝑇 = 19755,571, 𝑋̅𝑃𝐶𝐶 = 0,042  and 𝑋̅𝐶𝐹𝑅 = 0,019.  These average 

values are compared to the cluster centers (𝑋̅𝑐,𝑗),  if 𝑋̅𝑐,𝑗 ≤ 𝑋̅𝑗 (where 𝑗 is the variable: CCT, DCT, PCC, 



692  Wibowo, et. al.     Robust Clsutering of Covid-19 Pandemic…..…  

 

CFR), it is interpreted sequentially as “medium”, “low”, “very low”, if 𝑋̅𝑐,𝑗 > 𝑋̅𝑗 , it is interpreted sequentially 

as “high”, “very high”.  Details of the result are described in Table 4 and Table 5. 

 
Table 3. Cluster result 

Cluster Countries 
Cluster 

size 

Cluster 1 Madagascar, Australia, Nigeria, Mali, Malawi, Syrian Arab Republic, Guatemala, Ecuador, 

Senegal, Cambodia, Chad, Somalia, Zimbabwe, Tunisia, Bolivia, Haiti, Honduras, Sierra 

Leone, Bulgaria, Nicaragua, El Salvador, Liberia, Mauritania, Bosnia and Herzegovina, 

Jamaica, Gambia, Lesotho, Guinea-Bissau, Trinidad and Tobago, Eswatini, Comoros, Antigua 

and Barbuda, Montserrat 

48 

Cluster 2 India, United States of America (USA), Brazil 3 

Cluster 3 Indonesia, Russian Federation, Mexico, Turkey, Iran , Germany, The United Kingdom, France, 

Italy, South Africa, Colombia, Spain, Argentina, Ukraine, Poland, Peru 

16 

Cluster 4 Nigeria, Japan, Ethiopia, Philippines, Thailand, Republic of Korea, Canada, Morocco, Saudi 

Arabia, Uzbekistan, Mozambique, Ghana, Nepal, Venezuela, Côte d’Ivoire, Cameroon, Sri 

Lanka, Burkina Faso, Romania, Kazakhstan, Zambia, Guinea, Rwanda, Benin, Burundi, South 

Sudan, Dominican Republic, Greece, Azerbaijan, Tajikistan, Hungary, Jersey, Papua New 

Guinea, Togo, Lao People's Democratic Republic, Paraguay, Libya, Kyrgyzstan, Singapore, 

Congo, Finland, Norway, Slovakia, Central African Republic, New Zealand, Republic of 

Moldova, Eritrea, Albania, Puerto Rico, Namibia, Botswana, Gabon, North Macedonia, 

Kosovo, Equatorial Guinea, Timor-Leste, Mauritius, Djibouti, Fiji, Guyana, Bhutan, Solomon 

Islands, Suriname, Brunei Darussalam, Belize, Bahamas, Iceland, Vanuatu, New Caledonia, 

Barbados, Sao Tome and Principe, Samoa, Saint Lucia, Guam, Grenada, Saint Vincent and the 

Grenadines, Dominica, Cayman Islands, Guernsey, Bermuda, Marshall Islands, Northern 

Mariana Islands, Greenland, Saint Kitts and Nevis, Faroe Islands, Anguilla, Wallis and Futuna, 

Saint Pierre and Miquelon, Falkland Islands 

89 

Cluster 5 Iraq, Malaysia, Chile, Netherlands, Belgium, Cuba, Czechia, Jordan, Portugal, Sweden, United 

Arab Emirates, Belarus, Austria, Switzerland, Serbia, Lebanon, Denmark, Oman, Palestine, 

Costa Rica, Ireland, Panama, Kuwait, Croatia, Georgia, Uruguay, Mongolia, Armenia, Qatar, 

Lithuania, Slovenia, Latvia, Bahrain, Estonia, Cyprus, Réunion, Luxembourg, Montenegro, 

Cabo Verde, Maldives, Malta, Guadeloupe, Martinique, French Guiana, French Polynesia, 

Mayotte, Curaçao, Aruba, United States Virgin Islands, Seychelles, Isle of Man, Andorra, Sint 

Maarten, Monaco, Saint Martin, Turks and Caicos Islands, Liechtenstein, San Marino, 

Gibraltar, British Virgin Islands, Bonaire, Saint Barthélemy, Holy See. 

63 

 

Table 4. Cluster Centre (𝑿̅𝒄,𝒋) 

Cluster CCT DCT PCC CFR 

1 167364.94 5315.25 0.011 0.037 

2 29487418.33 536756.33 0.075 0.019 

3 4300364.50 116061.13 0.066 0.031 

4 182017.34 3350.18 0.020 0.012 

5 363638.11 4855.95 0.091 0.011 

 

Table 5. Cluster Characteristics 

Cluster CCT DCT PCC CFR 

1  Very low Medium Low Very high 

2 Very high Very high High Medium 

3 High High High High 

4 Low Very low Medium Low 

5 Medium Low Very high Very low 

 

Table 5 shows that the members in Cluster 1 have a very low COVID-19 number of cases, medium 

COVID-19 death cases, a low spread (postive case per capita) of COVID-19 and a very high COVID-

19 fatality rate. Cluster 2 has very high confirmed and death cases, a high number of positive cases per 

capita and a medium fatality rate.  Cluster 3 has high characteristics in all variables. Cluster 4 has a 

low COVID-19 cases and fatality rate, very low death cases, and medium spread. The last cluster 
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(Cluster 5) has medium COVID-19 cases, low death cases, very high spread, and a very low fatality 

rate. 

 

 
4. CONCLUSIONS 

In this paper, we applied a combination of robust clustering using the K-Medoids algorithm and 

principal component analysis to group 219 countries in the world based on the COVID-19 pandemic case. 

Based on the results and discussion, it can be concluded that 219 countries in the world can be divided into 

five clusters by using the k-medoid algorithm. Each cluster has unique characteristics and is different from 

the other clusters. Most countries in the world have COVID-19 related conditions below the world average. 

However, Madagascar, Australia, Nigeria, Mali, and 44 other countries in Cluster 1 have a very low COVID-

19 number of cases but a very high fatality rate. Indonesia, Mexico, Turkey, Iran, Germany, and 11 other 

countries in Cluster 3 have high COVID-19 related conditions. While India, the USA, and Brazil have very 

high COVID-19 confirmed and death cases, they also have a high COVID-19 spread and a medium fatality 

rate. 
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