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Abstract. Cutting stock problems (CSP) is a problem of determining the best way so that large objects can be cut into 

smaller objects on demand and with minimum waste. However, besides minimizing material waste, there is another 

problem with CSP, which is minimizing different cutting patterns. This is because there will be setup costs for each 

different pattern that is cut out. This research aims to obtain the optimal number of different patterns on a problem, 

so the cutting costs are minimized. A problem about the construction of 12 pavilions will be modelled into a linear 

program and then solved using a column generation algorithm using Lingo 18.0 software. 
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1. INTRODUCTION 

Production efficiency in an industry is very important. Increasing productivity can be done by 

minimizing waste of materials, labor time, or production costs. The cutting stock problem (CSP) is a problem 

related to the optimization of the remaining material. There is the potential for large economic savings to be 

obtained from the optimization of this problem. This problem was first introduced by Kantorovich in an 

article in 1939 in Russia. The article was published in 1960 [1]. The problem is determining the best way to 

cut large materials (stock) into smaller pieces on demand in order to minimize the overall trim loss or 

maximize the profit earned [2]. In this study, the CSP discussed is one-dimensional CSP, which is when the 

stock is only cut in one of its dimensions to get a smaller item [3].  

In addition to minimizing the remaining cuts, there are other problems with CSP. In recent years, the 

cost issue associated with each different pattern has become more important than minimizing trim loss [4].  

Changes from one pattern to another will affect the installation time of the cutting knife and a significant 

additional cost [5]. Optimizing different patterns is needed to reduce setup costs, especially when they are 

very high, such as in cutting iron plates [6], [7].  Some algorithms were proposed for solving this cutting 

stock problem by minimizing patterns. Ma et al. [8] used two heuristic approaches for solving the capacitated 

multi-period cutting stock problem with pattern. A modification of Haessler's sequential heuristic procedure 

for the one-dimensional cutting stock problem with pattern was presented in [9]. Clautiaux et al. [10], Wang 

et al. [11] conducted research to minimize the number of patterns in two-dimensional CSP problems using 

heuristic algorithms and algorithms based on column-and-row generation. Other heuristic methods are also 

used in [12], [13], [14] for the problem of minimizing the number of patterns. 

A column generation algorithm will be used in this research. The main idea of this algorithm is that 

the work begins with only several variables that are sufficiently influential, so the problem is called the 

Restricted Master Problem (RMP). This algorithm begins by determining the base variable. In CSP, the 

column or variable is a combination of requests obtained from a cutting pattern [15]. Furthermore, in each 

iteration, non-basic variables will be searched for, which will be entered into the basis to improve the quality 

of the RMP temporary solution. This variable is the variable with the most negative reduced cost [16]. 

The reduced cost in CSP has the form (min(1 − 𝑦𝑇𝐴𝑗)) and this is equivalent to the form (max𝑦𝑇𝐴𝑗) 

which is called the pricing problem. The variable 𝑦 is a dual variable with 𝑦 ≥ 0 whose value is known and 

𝐴𝑗 is a vector of the 𝑗-th truncation pattern which contains the number of requests to 𝑖, namely 𝑎𝑖. The 

objective function in the pricing problem is to find all values of 𝑎𝑖 with the constraint length of the i-th 

request 𝑙𝑖 multiplied by 𝑎𝑖 not exceeding the stock length 𝐿. The algorithm is continued with the next 

iteration to find other variables as long as there are variables that make 𝑐𝑗 < 0. This variable will be used to 

replace one of the base variables to improve the quality of the RMP value. The algorithm is terminated if 

(max𝑦𝑇𝐴𝑗) ≤ 1 is reached because it creates the value 𝑐𝑗 ≥ 0. In this condition, the optimal value for RMP 

has been obtained as well as the optimal value for CSP [16].      

This paper will discuss CSP, which was developed as a cutting stock problem that minimizes the 

number of different patterns. The solution is carried out in two stages. The first stage is to find the minimum 

amount of stock needed using column generation. The second stage is modeling the problem of many different 

patterns in the form of linear programming and then solving it with the help of Lingo 18.0 software. The aim 

of this research is to obtain the optimal number of different cutting patterns that minimizes costs using column 

generation algorithms and Lingo 18.0 software. 

 

 

 

2. RESEARCH METHODS 

2.1 Data 

The research data was obtained from the thesis written by Wibowo  [17]. It contains data on the need 
for iron for the construction of the pavilion. Suppose there are 12 pavilions to be built in this study. The iron 
used for the construction is iron with a standard length of 12 m. Data in the form of iron stock, length of iron 
needed, and demand for iron can be seen in Table 1. 
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Table 1. Iron requirements for pavilion construction 

Iron stock length (m)  
Length of iron 

required (m) 
Iron demand (rod) 

12 5 48 

 4.48 24 

 4.41 24 

 4 36 

 3.31 144 

 
There are two types of costs used in this research, namely fixed costs or setup costs incurred when a 

pattern j is cut and variable costs or material costs incurred for each unit of iron stock used, which comes 
from the cost of purchasing iron. For example, the setup fee is Rp3.000.000,00 and the weight of iron is 256 
kg at a price of Rp11.000,00 per kilogram, so the cost of buying iron is Rp2.816.000,00[17]. 

 

2.2 Problem Model 

According to Belov and Scheithauer [18] , the one-dimensional cutting stock problem model and the 

cutting stock problem model that minimizes the number of different patterns can be written as follows: 

 

Model 1 

Objective function 

𝑧 =  min ∑ 𝑥𝑗
𝑛
𝑗=1  (1) 

Constraints 

∑ 𝑎𝑖𝑗𝑥𝑗 ≥ 𝑏𝑖, 𝑖 = 1,2, … ,𝑚
𝑛
𝑗=1  (2) 

𝑥𝑗 ∈ ℤ
+, 𝑗 = 1,2,… , 𝑛 (3) 

Model 2 

𝛿(𝑥) = {
0,                          𝑥 < 1

𝑝𝐹 + 𝑝𝑉𝑥,          𝑥 ≥ 1
 (4) 

𝑐𝑗 = 𝑝
𝑉 + 

𝑝𝐹

𝑢(𝑎𝑗)
  (5) 

Objective function 

𝑧𝑃𝑀𝑃 =  min∑ 𝑐𝑗
𝑛
𝑗=1 𝑥𝑗 (6) 

Constraints 

∑ 𝑎𝑖𝑗𝑥𝑗
𝑛
𝑗=1 ≥ 𝑏𝑖, 𝑖 = 1,2, … ,𝑚 (7) 

∑ 𝑥𝑗 ≤ 𝐾,
𝑛
𝑗=1   𝐾 = 𝑧 + ∆𝐾 (8) 

𝑥𝑗 ∈ ℤ
+,   ∀𝑗, 𝑗 = 1,2,… , 𝑛 (9) 

Where: 

𝑝𝐹  = setup cost of pattern 𝑗, 
𝑝𝑉  = material cost of pattern 𝑗, 
𝑢(𝑎𝑗)  = upper limit or maximum value of 𝑥𝑗, 

𝑐𝑗  = cutting cost of pattern 𝑗, 

𝐾  = stock usage limit, 

𝑥𝑗  = frequency of cutting pattern 𝑗, 

𝑎𝑖𝑗  = The number of requests of type 𝑖 generated in the 𝑗 cutting pattern,   

𝑏𝑖  = Number of requests for type 𝑖. 
 

In model 1, the objective function (1) is a function to minimize the stock used. Constraint (2) ensures 

that every request is fulfilled, and constraint (3) ensures that the truncation pattern obtained is only a positive 
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integer or zero. The optimal result of 𝑧 in model 1 will then be used as a constraint on the maximum amount 

of stock allowed in model 2. 

In model 2, equation (5) is a linear approximation of the cost function in equation (4), so that 𝑐𝑗  used 

in the objective function (6) comes from equation (5). The objective function (6) it is that 𝑧𝑃𝑀𝑃 is the optimal 

value of the pattern minimization problem (PMP). This function approximates the actual cost of cutting iron 

by minimizing the number of different patterns. Constraint (7) ensures that every request is fulfilled, 

constraint (8) ensures that the total cutting pattern obtained does not exceed the stock usage limit with a 

tolerance of 5% of 𝑧, and constraint (9) ensures that the cutting pattern obtained is only a positive integer or 

zero. 

 

2.3. Steps to Get the Solution 

 

The first stage is to complete model 1 using the column generation algorithm. According to Winston 

[15] and Griva, Nash, & Sofer [19], the steps for completing CSP with column generation are as follows: 

1. determining the basis variable, namely selecting the variable that corresponds to the cutting pattern, 

which consists of only one combination of requests and forms a basis matrix 𝑩 and 𝑩−𝟏, 

2. calculate the dual variable 𝑦𝑇with the formula 𝑦𝑇 = 𝑐𝐵
𝑇𝑩−𝟏and solve the pricing problem to find a 

new variable to be entered into the basis, 

3. calculate 𝑩−𝟏𝑏 and 𝑩−𝟏𝐴𝑗, where 𝐴𝑗is the j-th truncation pattern vector, which is the solution to the 

pricing problem in step 2, 

4. do a ratio test with the formula 
𝑩−𝟏𝑏 

𝑩−𝟏𝐴𝑗
 where 𝑩−𝟏𝐴𝑗 > 0, 

5. choose the pivot row that is the result of the smallest ratio test in step 4 and replace the base variable 

𝑥𝑗in the pivot row with a variable corresponding to 𝐴𝑗from the result of step 2 for the next iteration, 

6. determines a series of base row operations to convert the value of the pivot row 𝑩−𝟏𝐴𝑗 to one and 

the other row to zero, 

7. performs the base row operation specified in step 6 on the matrix 𝑩−𝟏 so that a new matrix 𝑩−𝟏 is 

obtained for the next iteration,  

8. repeats step 2 to step 7 and the algorithm is stopped when the optimal pricing problem value ≤ 1, 

9. The optimal result for the base variable is obtained from 𝑩−𝟏𝑏  in the last iteration and this is the 

optimal result for 𝑧 in model 1. 

 

 The second stage is to complete model 2 based on the results obtained in stage 1. The steps are as 

follows:  

1. determine the value of 𝐾, 

2. calculate the value of 𝑢(𝑎𝑗) using the formula (min ⌊
𝑏𝑖

𝑎𝑖
⌋) with 𝑎𝑖 > 0, 

3. cut stock models that minimize the number of different patterns and complete them using Lingo 18.0 

software. 

 

 

 

3. RESULTS AND DISCUSSION 

3.1. Solution of the One-Dimensional Cutting Stock Problem 

Based on the data in Table 1, all feasible cutting patterns will be searched, which can be seen in Table 

2 below. 

 
 
 
 
 
 
 



BAREKENG: J.  Math. & App., vol. 16(3), pp. 805 - 814, September, 2022.  809 

 

 

Table 2. Pattern of cutting iron for pavilion construction 

Cutting 

pattern (j) 

Iron length (𝒍𝒊) 
Remainder 

(m) 
5 4.48 4.41 4 3.31 

1 2 0 0 0 0 2 

2 1 1 0 0 0 2.52 

3 1 0 1 0 0 2.59 

4 1 0 0 1 0 3 

5 1 0 0 0 2 0.38 

6 0 2 0 0 0 3.04 

7 0 1 1 0 0 3.11 

8 0 1 0 1 1 0.21 

9 0 1 0 0 2 0.9 

10 0 0 2 0 0 3.18 

11 0 0 1 1 1 0.28 

12 0 0 1 0 2 0.97 

13 0 0 0 3 0 0 

14 0 0 0 2 1 0.69 

15 0 0 0 1 2 1.38 

16 0 0 0 0 3 2.07 

 

Based on the data that has been obtained and the cutting pattern, the one-dimensional cutting stock 

problem model can be written as follows: 

 

Objective function 

𝑧 = min ∑ 𝑥𝑗
16
𝑗=1   

 

Constraints 

2𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 ≥ 48  

𝑥2 + 2𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 ≥ 24  

𝑥3 + 𝑥7 + 2𝑥10 + 𝑥11 + 𝑥12 ≥ 24  

𝑥4 + 𝑥8 + 𝑥11 +  3𝑥13 + 2𝑥14 + 𝑥15 ≥ 36  

2𝑥5 + 𝑥8 + 2𝑥9 + 𝑥11 + 2𝑥12 + 𝑥14 + 2𝑥15 + 3𝑥16 ≥ 144  

𝑥𝑗 ∈ ℤ
+, 𝑗 = 1,2, … , 16 

 

The steps for completing a one-dimensional CSP using the column generation algorithm are as follows: 

 

Iteration 1 

1. Determine the base variable, matrix 𝑩𝟎, and solve the pricing problem 

The base variables used are 𝑥1, 𝑥6, 𝑥10, 𝑥13, 𝑥16. The  𝑩𝟎 matrix is made of the truncation pattern that 

corresponds to the base variable and then determines the 𝑩𝟎
−𝟏 matrix. 

𝑩𝟎 =

(

 
 

2 0 0 0 0
0 2 0 0 0
0 0 2 0 0
0 0 0 3 0
0 0 0 0 3)

 
 

   𝑩𝟎
−𝟏 =

(

 
 

1/2 0 0 0 0
0 1/2 0 0 0
0 0 1/2 0 0
0 0 0 1/3 0
0 0 0 0 1/3)

 
 

 

 

The value of 𝑦𝑇is calculated by the formula  𝑐𝐵
𝑇𝑩𝟎

−𝟏, so that the following results are obtained: 

𝑦𝑇 =

(

 
 

1
1
1
1
1)

 
 

𝑇

(

 
 

1/2 0 0 0 0
0 1/2 0 0 0
0 0 1/2 0 0
0 0 0 1/3 0
0 0 0 0 1/3)

 
 
=

(

 
 

1/2
1/2
1/2
1/3
1/3)

 
 

𝑇
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Pricing Problem 

Objective function 

max  
1

2
𝑎1 +

1

2
𝑎2 +

1

2
𝑎3 +

1

3
𝑎4 +

1

3
𝑎5 

Constraints 

5𝑎1 + 4.48𝑎2 + 4.41𝑎3 + 4𝑎4 + 3.31𝑎5 ≤ 12  

𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 ∈ ℤ
+  

 

The pricing problem was solved with the help of Lingo 18.0 software and obtained an objective value of 

1.16667 with 𝑎1 = 0, 𝑎2 = 0, 𝑎3 = 1, 𝑎4 = 0, 𝑎5 = 2, which corresponds to the 12-th cutting pattern.  

 

2. Calculates the values of 𝑩𝟎
−𝟏𝐴12 dan 𝑩𝟎

−𝟏𝑏 

𝑩𝟎
−𝟏𝐴12 = 

(

 
 

1/2 0 0 0 0
0 1/2 0 0 0
0 0 1/2 0 0
0 0 0 1/3 0
0 0 0 0 1/3)

 
 

(

 
 

0
0
1
0
2)

 
 
=

(

 
 

0
0
1/2
0
2/3)

 
 

  

 

𝑩𝟎
−𝟏𝑏 = 

(

 
 

1/2 0 0
0 1/2 0
0
0
0

0
0
0

1/2
0
0

     

0
0
0
1/3
0

     

0
0
0
0
1/3)

 
 

(

 
 

48
24
24
36
144)

 
 
= 

(

 
 

24
12
12
12
48)

 
 

 

 

3. Doing ratio test 

The ratio test is calculated by the formula 
𝑩𝟎
−𝟏𝑏

𝑩𝟎
−𝟏𝐴12

 with 𝑩𝟎
−𝟏𝐴12 > 0, then we get row 3 =

12

1/2
= 24 and 

row  5 =  
48

2/3
= 72. The third row becomes the pivot row so that the third base variable i.e.,  𝑥10 is 

replaced with 𝑥12 in the next iteration. 

 

4. Finding the value 𝑩𝟏
−𝟏 

The basic row operation to change the third row 𝑩𝟎
−𝟏𝐴12 to 1 and the others to 0 is as follows: 

• change line 5 to line 5 + (−
4

3
(line 3)), 

• change line 3 to 2(line 3), 

the base row operation is performed on matrix 𝑩𝟎
−𝟏 so that matrix 𝑩𝟏

−𝟏  is obtained. 

𝑩𝟏
−𝟏 =

(

 
 

1/2 0 0 0 0
0 1/2 0 0 0
0 0 1 0 0
0 0 0 1/3 0
0 0 −2/3 0 1/3)

 
 

  

 

Iteration 2 

1. Determine the base variable and solve the pricing problem 

Based on the previous iteration, the base variables used are 𝑥1, 𝑥6, 𝑥12, 𝑥13, 𝑥16. The value of 𝑦𝑇 is 

calculated by the formula 𝑐𝐵
𝑇𝑩𝟏

−𝟏, so that the following results are obtained: 
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𝑦𝑇 = 

(

 
 

1
1
1
1
1)

 
 

𝑇

(

 
 

1/2 0 0 0 0
0 1/2 0 0 0
0 0 1 0 0
0 0 0 1/3 0
0 0 −2/3 0 1/3)

 
 
=

(

 
 

1/2
1/2
1/3
1/3
1/3)

 
 

𝑇

  

 

Pricing Problem 

Objective function: 

max 
1

2
𝑎1 +

1

2
𝑎2 +

1

3
𝑎3 +

1

3
𝑎4 +

1

3
𝑎5 

Constraints 

5𝑎1 + 4,48𝑎2 + 4,41𝑎3 + 4𝑎4 + 3,31𝑎5 ≤ 12   

𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 ∈ ℤ
+  

The pricing problem was solved with the help of Lingo 18.0 software and obtained an objective value of 

1.16667 with 𝑎1 = 0, 𝑎2 = 1, 𝑎3 = 0, 𝑎4 = 0, 𝑎5 = 2, which corresponds to the 9-th cutting pattern.  

2. Calculates the values of   𝑩𝟏
−𝟏𝐴9 and 𝑩𝟏

−𝟏𝑏 

 

𝑩𝟏
−𝟏𝐴9 = 

(

 
 

1/2 0 0 0 0
0 1/2 0 0 0
0 0 1 0 0
0 0 0 1/3 0
0 0 −2/3 0 1/3)

 
 

(

 
 

0
1
0
0
2)

 
 
=

(

 
 

0
1/2
0
0
2/3)

 
 

  

 

𝑩𝟏
−𝟏𝑏 = 

(

 
 

1/2 0 0
0 1/2 0

0
0
0

0
0
0

1
0

−2/3

     

0
0
0
1/3
0

     

0
0
0
0
1/3)

 
 

(

 
 

48
24
24
36
144)

 
 
= 

(

 
 

24
12
24
12
32)

 
 

  

 

3. Doing ratio test 

The ratio test is calculated by the formula 
𝑩𝟏
−𝟏𝑏

𝑩𝟏
−𝟏𝐴9

 with 𝑩𝟏
−𝟏𝐴9 > 0, then we get row 2 =

12

1/2
= 24 and 

row 5 =
32

2/3
= 48. The second row becomes the pivot row so that the second base variable i.e., 𝑥6 is 

replaced with  𝑥9 in the next iteration. 

4. Finding the value 𝑩𝟐
−𝟏 

The basic row operation to change the second row 𝑩𝟏
−𝟏𝐴9 to 1 and the other to 0 is as follows: 

• change line 5 to line 5 + (−
4

3
(line 2)) 

• change line 2 to 2(line 2) 

the base row operation is performed on matrix 𝑩𝟏
−𝟏 so that matrix 𝑩𝟐

−𝟏 is obtained. 

𝑩𝟐
−𝟏 =

(

 
 

1/2 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1/3 0
0 −2/3 −2/3 0 1/3)
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These steps are continued until the termination criterion is reached, namely the value of the pricing problem 

≤ 1. In this study, the pricing problem ≤ 1 is reached in iteration 6. 

 

Iteration 6 

1. Determine the base variable and solve the pricing problem 

Based on the previous iteration, the base variables used are 𝑥1, 𝑥9, 𝑥11, 𝑥8, 𝑥5. The value of 𝑦𝑇 is 

calculated by the formula 𝑐𝐵
𝑇𝑩𝟓

−𝟏, so that the following results are obtained: 

𝑦𝑇 = 

(

 
 

1
1
1
1
1)

 
 

𝑇

(

 
 

1/2 1/2 1/2 −1/4 −1/4
0 1 1 −1 0
0 0 1 0 0
0 0 −1 1 0
0 −1 −1 1/2 1/2 )

 
 
=

(

 
 

1/2
1/2
1/2
1/4
1/4)

 
 

𝑇

   

Pricing Problem 

Objective function 

max 
1

2
𝑎1 +

1

2
𝑎2 +

1

2
𝑎3 +

1

4
𝑎4 +

1

4
𝑎5 

Constraints 

5𝑎1 + 4,48𝑎2 + 4,41𝑎3 + 4𝑎4 + 3,31𝑎5 ≤ 12   

𝑎1, 𝑎2, 𝑎3, 𝑎4, 𝑎5 ∈ ℤ
+  

The pricing problem is solved with the help of Lingo 18.0 software and the objective value is 1. The 

value (max 𝑦𝑇𝐴𝑗) ≤ 1 has been reached, so the column generation algorithm is stopped and the optimal 

value is obtained by calculating the value of 𝑩𝟓
−𝟏𝑏. 

𝑩𝟓
−𝟏𝑏 = 

(

 
 

1/2 1/2 1/2 −1/4 −1/4
0 1 1 −1 0
0 0 1 0 0
0 0 −1 1 0
0 −1 −1 1/2 1/2 )

 
 

(

 
 

48
24
24
36
144)

 
 
= 

(

 
 

3
12
24
12
42)

 
 

 

The optimal result for 𝑧 in the first stage is 93 iron stocks with 𝑥1 = 3, 𝑥9 = 12, 𝑥11 = 24, 𝑥8 = 12, and 

𝑥5 = 42. 

 

3.2. Solving the Cutting Stock Problem that Minimizes the Number of Different Patterns 

Based on the results obtained, the optimal number of stock usage is 93 iron rods. The value of ∆𝐾 is 

5% of 𝑧, so 𝐾 = 98. Next, determining the value of 𝑢(𝑎𝑗) which is the maximum value for 𝑥𝑗 calculated 

using the formula (min ⌊
𝑏𝑖

𝑎𝑖
⌋) with 𝑎𝑖 > 0,  ∀𝑖 in each pattern 𝑗. 

𝑢(𝑎1) = min(⌊
48

2
⌋) = 24   

𝑢(𝑎2) = min(⌊
48

1
⌋ , ⌊

24

1
⌋) = 24  

…  

𝑢(𝑎16) = min (⌊
144

3
⌋) = 48.  

The value of 𝑝𝐹 and 𝑝𝑉 will be written only the first four digits for easy calculation, so that the setup 

fee of Rp3.000.000,00 will be written as 3000 and the material cost of Rp2.816.000,00 will be written as 

2816 on the model. The cutting stock problem model that minimizes the number of different patterns can be 

written as follows: 
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Objective function 

𝑧𝑃𝑀𝑃 = min (2816 +
3000

24
)𝑥1 + (2816 +

3000

24
)𝑥2 + (2816 +

3000

24
) 𝑥3 + (2816 +

3000

36
)𝑥4 +  

(2816 +
3000

48
) 𝑥5 + (2816 +

3000

12
)𝑥6 + (2816 +

3000

24
) 𝑥7 + (2816 +

3000

24
)𝑥8 +  

(2816 +
3000

24
) 𝑥9 + (2816 +

3000

12
)𝑥10 + (2816 +

3000

24
) 𝑥11 + (2816 +

3000

24
)𝑥12 +  

(2816 +
3000

12
) 𝑥13 + (2816 +

3000

18
)𝑥14 + (2816 +

3000

36
)𝑥15 + (2816 +

3000

48
)𝑥16  

Constraints: 

2𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 ≥ 48  

𝑥2 + 2𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 ≥ 24  

𝑥3 + 𝑥7 + 2𝑥10 + 𝑥11 + 𝑥12 ≥ 24  

𝑥4 + 𝑥8 + 𝑥11 +  3𝑥13 + 2𝑥14 + 𝑥15 ≥ 36  

2𝑥5 + 𝑥8 + 2𝑥9 + 𝑥11 + 2𝑥12 + 𝑥14 + 2𝑥15 + 3𝑥16 ≥ 144  

𝑥1 + 𝑥2 + 𝑥3 + 𝑥4 + 𝑥5 + 𝑥6 + 𝑥7 + 𝑥8 + 𝑥9 + 𝑥10 + 𝑥11 + 𝑥12 + 𝑥13 + 𝑥14 + 𝑥15 + 𝑥16 ≤ 98  

𝑥𝑗 ∈ ℤ
+, 𝑗 = 1,2, … , 16 

 

After being calculated using the Lingo 18.0 software, the cutting pattern used and the cost of cutting 

iron for the construction of 12 pavilions are obtained. The resulting cost is an approximation of the actual 

cost of cutting iron. This is because the setup cost can be worth less than Rp3.000.000,00 if the value of 𝑥𝑗 is 

less than 𝑢(𝑎𝑗). The result is Rp270.513.000,00 with five different iron cutting patterns. In total, there are 

93 irons used with cutting patterns that produce optimal values,  𝑥5 = 48, 𝑥7 = 3, 𝑥8 = 21, 𝑥11 = 15, and 

𝑥12 = 6. 

 

 

4. CONCLUSIONS 

The construction of 12 pavilions using iron rods can be modeled in the form of a one-dimensional 

cutting stock problem that minimizes the number of different patterns. This model is in the form of linear 

programming, which is solved by column generation using Lingo 18.0 software. The optimal result obtained 

is that the construction of the pavilion requires 93 iron rods with five different patterns, and the cost of cutting 

iron in the form of an approach is Rp270.513.000,00. 
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