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ABSTRACT 

Article History: 
Makassar is an area that has a monsoon rainfall pattern. This study aims to find a quantile 

regression model and determine the factors that significantly influence rainfall in the city of 

Makassar. This applied research applies a quantile regression model to rainfall data which is 

seasonal data. The advantage of this quantile regression model is that it can detect extreme 

rainfall conditions, such as heavy rain. The data used is daily data in 2019. The estimation 

results obtained 9 (nine) models from each quantile used. The best model is obtained based on 

the largest coefficient of determination (𝑅2), namely the 0.8th quantile (𝜃) of 0.28%. 

Furthermore, based on the model, it is found that the factor that humidity significantly 

influences rainfall in the city of Makassar. At the same time, the air temperature and wind speed 

have no significant effect on rainfall in the city of Makassar. 
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1. INTRODUCTION 

Geographically, the city of Makassar, which is the capital of the province of South Sulawesi, is located 

between 119°24’17” east longitude and 5°8’6” south latitude [1]–[3]. Makassar city is located on the equator, 

which results in Makassar having a tropical climate with an average air temperature of 26.2℃ − 29.3℃ with 

a humidity of 77 percent and an average wind speed of 5.2 knots [1]. Therefore, the rainfall in Makassar is 

quite varied throughout the year. Sometimes floods occur in the city of Makassar when the rainfall is quite 

high, meanwhile, when the rain is low some areas experience drought. [4], [5]. 

Rainfall is the amount of water that falls to the earth’s surface. The degree of rainfall is stated by the 

amount of rainfall in a time unit. Grain of rain in the meteorology with diameter of more than 0.5 mm is 

called rain and diameter between 0.5-0.1 mm is called drizzle. The greater the size of the rain’s grain is, the 

greater the rate of falling. Rainfall is influenced by several factors, including temperature, air humidity, wind 

speed, and air pressure. Rain classification view from the rate of fall [4], rainfall consists of: 1). Drizzle rain, 

if the rate of the falling range 0.5 m/sec., 2). Smooth rain, if the rate of the falling range 2.1 m/sec., 3). Normal 

rain, if the rate of the falling range 4-6.5 m/sec., 4). Heavy rain, if the rate of the falling range 8.1 m/sec. 

The city of Makassar has a climate tropical with the average temperatures ranging between 26.20 C – 

29.30 C, air humidity range of 77 percent, and an average wind speed of 5.2 knots. In general, Makassar City 

has a rainy season from November to April and a dry season from May to October. Average annual rainfall 

around 256.08 mm/month [1], [4], [6]. Broadly speaking, Makassar has a tropical climate [7], [8] because 

this area is influenced by the western monsoon and equatorial rainfall patterns because of its location near 

the equator. The average monthly rainfall occurs in the rainy and dry seasons. 

Based on weather conditions and rainfall, the city of Makassar has a monsoon rainfall pattern. The 

monsoon rainfall pattern has characteristics at the end and beginning of the year, having high rainfall with a 

peak that occurs around December, January, or February. Meanwhile, the lowest rainfall occurs around July, 

August, and September [9]. Makassar’s high annual rainfall occurred in 1999 – 2001 in the range of 3947 

mm to 4703 mm, while the lowest annual rainfall occurred in 1998, which was 781 mm. This low amount of 

rainfall is a drought phenomenon, as well as the impact of the El Nino event in the 1997/1998 period [8]. 

Regression analysis [10]–[12] is a statistical method that aims to model the relationship between two 

variables consisting of a dependent variable with one or more independent variables in a system. In linear 

regression, there are several methods of parameter estimation [10]; one of them is the OLS (Ordinary Least 

Square) method. Regression analysis with the OLS method is based on a function called the mean, showing 

the size of the concentration of a distribution. The approach with this method is only able to suspect the model 

of the conditional function of the mean and does not represent the overall data of distribution, so the mean 

approach is less precisely used as a nudity of the middle value, eventually developed quantile regression 

method [13]. 

Quantile regression is an approach in regression analysis that suspect of various quantile functions of 

a distribution Y as a function of X [14]. The main advantage of quantile regression compared to OLS 

regression is flexibility in data modeling with a heterogeneous conditional distribution. This method can be 

used to measure the expansion of the explanatory not only in the center of the data translation but also at the 

top or bottom of the tail of the distribution [15]. 

According to Gujarati [10], one famous method that can be used to get regression estimates is the 

Ordinary Least Square (OLS) or often referred to classic regression method. The OLS method defines 

parameter estimates as a value that minimizes the number of squares between observation and models. The 

other estimation method is the maximum likelihood. This method tries to maximize the likelihood to predict 

the exact estimation. Both methods are frequently used by frequenter’s data analysis. 

In regression analysis, normality violations often occur at the time of data containing a confirmation 

that causes the formation of data transportation to be no longer symmetrical. As a result, the smallest square 

method is less precise in performing uncetrical data analysis, it is developing median regression model. The 

median regression method was done with the Least Absolute Deviation (LAD) approach developed by 

replacing the mean on OLS with the median by considering when the data of the bell is not symmetrical. 

Along with the development of time, the median regression approach is also less precise used because it only 

looks at two data groups only. So that the quantile regression method can be used on more than two data 

groups. The approach of the quantile regression method is by separating or dividing data into two or more 

groups in sustained differences in estimated value in the quantiles [16]. 
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Quantile is the value that divides the series of data sorted into the same parts. The quantile that divides 

the data into the foreign amount of two parts is called median, four parts called quartiles (𝑄1, 𝑄2, 𝑄3), ten 

parts called desil (𝐷1, 𝐷2, . . . 𝐷9), and to be a hundred parts called percentiles (𝑃1, 𝑃2, . . . 𝑃99) [17]. Suppose 

Y is a random variable with distribution function FY and θ is a constant where 0 < 𝜃 < 1. Quantile to-θ from 

𝐹𝑌, denoted as 𝑞𝑌(𝜃) is the solution for 𝐹𝑌(𝑞) = 𝜃, that is 𝑞𝑦(𝜃)  ∶=  𝐹𝑦
−1(𝜃) =  𝑖𝑛𝑓{𝑦: 𝐹𝑦(𝑦) ≥ 𝜃}. So that 

100𝜃% (100(1 − 𝜃)%) from the period of opportunity Y is under (above) 𝑞𝑌(𝜃). 

The OLS method is used to determine classic regression coefficient [10] by inferring the number of 

error squares that minimize ∑ 𝜀𝑖
2𝑛

𝑖=1 . Estimator in the OLS method is obtained by minimizing ∑ 𝜀𝑖
2, with ∑ 𝜀𝑖

2 

is the number of squares of error. As with the OLS method that minimize the number of square of error to 

find the alleged value for β, then in quantile regression, quantile to-θ from 𝐹𝑌 can be obtained by installing 

the following function against q. 

The quantile regression analysis in the meteorological field can be applied to rainfall data, temperature, 

and climate change. Rainfall data is seasonal data so that at certain times there is a heavy rain. The heavy 

rainy incidence can be modeled using the top quantile regression analysis, especially the extreme value. The 

combination of any quantile values can explain the overall pattern of data, so it is beneficial to analyze certain 

parts of the conditional distribution [18]. 

According to Sinurat [19], rainfall is influenced by several factors such as temperature, air humidity, 

wind speed, and air pressure. This study aims to determine whether the temperature factors, air humidity, and 

wind speed affect rainfall in Makassar City using quantile regression Analysis. 

This study will examine the form of quantile regression parameters of the quantile parameters to be 

used to find a quantile regulatory model of rainfall on 2019 in Makassar City based on temperature factors, 

air humidity, and wind speed. From the gained model will be known which factors are more influential to 

rainfall in Makassar City by 2019. 

 

 

2. RESEARCH METHODS 

This research is an applied research with a quantitative approach using quantile regression to find out 

the factors that influence rainfall in the city of Makassar, namely by collecting and then analyzing data using 

quantile  regression analysis. This study was conducted for data study, namely rainfall data, temperature, 

humidity, and wind speed, in the daily season in 2019. The data used in this study is secondary data taken 

from the Stasiun Meteorologi Maritim Paotere, an online data center from the Badan Meteorologi Klimatologi 

dan Geofisika, Makassar City. Data analysis was carried out using the R studio software. The research method 

used is a combined literature study and applied. The literature is from collecting various references in the 

form of books, journals, and other sources related to the research conducted and data from secondary 

resources. 

According to Sinurat [19], rainfall is influenced by several factors, including temperature, humidity, 

wind speed, and air pressure. The variables used in this study are divided into two, namely: 

1. Response variable (Y) is the rainfall in the Makassar City. 

2. Predictor variables (X) are: 

a. X1 is the air temperature in Makassar City, 

b. X2 is the air humidity in Makassar City, 

c. X3 is the wind speed in Makassar City, 

The steps were taken in this research as follows: 

1. Looking for the parameter estimation form of the quantile regression model. As for the steps in finding 

the form of parameter estimation of the quantile regression model, that is 

Let’s say the quantile regression equation 𝑦𝑡 = 𝑥𝑡
′𝛽 + 𝑒𝑡, with 𝑄𝜃(𝑦𝑡|𝑥𝑡) = 𝑥𝑡

′𝛽 is a quantile to-𝜃 (0 <
𝜃 < 1) of y with a certain value of 𝑥𝑡. 

Minimize the absolute value of the error with weighting 𝜃 for positive errors and weighting (1 − 𝜃) for 

negative errors  

�̂� = 𝒎𝒊𝒏𝜷{𝜽 ∑ |𝒚𝒕 − 𝒙𝒕
′𝜷|𝒕;𝒚𝒕≥𝒙𝒕

+ (𝟏 − 𝜽) ∑ |𝒚𝒕 − 𝒙𝒕
′𝜷|𝒕;𝒚𝒕<𝒙𝒕

}. 
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2. Collect rainfall data for the city of Makassar in 2019, along with data on the variables that affect it. 

3. Modeling rainfall in the city of Makassar using quantile regression. The steps in modeling rainfall using 

quantile regression are: 

a. Determine the general model of quantile regression. 

b. Perform quantile regression parameter estimation. 

c. Get an estimator for each quantile. 

4. Construct a confidence interval in quantile regression.  

5. Test the assumptions of the quantile regression model. 

6. Choose the best model. 

7. Make results and discussion. 

8. Make conclusions and suggestions. 

 

 

3. RESULTS AND DISCUSSION 

3.1. Quantile Regression Estimators 

There are four variables explained in this research, those are rainfall, air humidity, air temperature, and 

wind speed. Relationships between those variables were analyzed using a regression model, especially 

quantile regression. At first glance, this paper provides a simple explanation of quantile regression 

 

𝑦𝑡 = 𝑥𝑡
′𝛽 + 𝑒𝑡 

 

where 𝑄𝜃(𝑦𝑡|𝑥𝑡) = 𝑥𝑡
′𝛽 is a quantile to-𝜃 (0 < 𝜃 < 1) of y with a certain value of 𝑥𝑡. Estimator for β from 

quantile regression to-θ obtained by minimizing the absolute value of the error with a weighting θ for positive 

errors and weighting (1 − 𝜃) for negative error, namely: 

 

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽{𝜃 ∑ |𝑦𝑡 − 𝑥𝑡
′𝛽|𝑡;𝑦𝑡≥𝑥𝑡

+ (1 − 𝜃) ∑ |𝑦𝑡 − 𝑥𝑡
′𝛽|𝑡;𝑦𝑡<𝑥𝑡

}. 

 

Or it can be written in the below equation: 

 

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽 ∑ 𝜌𝜃𝑢𝑡
𝑇
𝑖=1 , 

 

where 𝜌𝜃(𝑢𝑡) = {
𝜃𝑢𝑡

           , 𝑗𝑖𝑘𝑎 𝑢𝑡 ≥ 0

(𝜃 − 1)𝑢𝑡
 , 𝑗𝑖𝑘𝑎 𝑢𝑡 < 0

  

 

with �̂�: parameter estimator, 𝜃: quantile index with 𝜃 ∈ (0,1), 𝜌𝜃(𝑢𝑡): loss function, and 𝑢𝑡: error of 

parameter estimator. 

 

 
3.2. Quantile Regression Analysis Result 

OLS estimation of a linear model with respect to y is obtained by minimizing the number of squares 

of error. Whereas the quantile regression estimation of a linear model with respect to y is obtained by 

minimizing the loss function value that is not symmetrical by minimizing the expected value 𝜌𝜃(𝑢). To find 

a solution, we can use the interior point method, the simplex method. Table 1 gives the regression analysis 

results, and the following tables display the quantile regression analysis results. 

 
Table 1. Parameter Estimation Results and The Significance of the Regression Parameter 

Parameter Coefficient Std. Error Significance 

𝛽0 -6665.54 4074.71 0.103 

𝛽1 183.06 116.39 0.117 

𝛽2 21.98 16.35 0.180 

𝛽3 60.28 173.85 0.729 

Description: Significant on ∝= 0,05, 𝑅2 = 0,8% 
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Table 2. Quantile Regression Parameter Estimation Results 

Parameter 
Quantile (𝜽) to- 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

𝛽0(𝜃) 0 0 0 1.001 2.976 5.988 2.465 -3.646 -19.870 

𝛽1(𝜃) 0 0 0 -0.263 -0.498 -0.883 -1.133 -1.736 -2.476 

𝛽2(𝜃) 0 0 0 0.097 0.169 0.297 0.468 0.868 1.487 

𝛽3(𝜃) 0 0 0 -0.061 -0.109 -0.321 -0.368 -1.389 0.727 

 

Table 3. Parameter Significance Value 

Parameter Quantile (𝜽) to- Significance Value Description 

𝛽0 

0.1 

1 Not significant 

𝛽1 1 Not significant 

𝛽2 1 Not significant 

𝛽3 1 Not significant 

    

𝛽0 

0.2 

1 Not significant 

𝛽1 1 Not significant 

𝛽2 1 Not significant 

𝛽3 1 Not significant 

    

𝛽0 

0.3 

1 Not significant 

𝛽1 1 Not significant 

𝛽2 1 Not significant 

𝛽3 1 Not significant 

    

𝛽0 

0.4 

0.67558 Not significant 

𝛽1 0.00014 Significant   

𝛽2 0.00000 Significant 

𝛽3 0.54703 Not significant 

    

𝛽0 

0.5 

0.47159 Not significant 

𝛽1 0.00003 Significant  

𝛽2 0.00000 Significant  

𝛽3 0.53473 Not significant 

    

𝛽0 

0.6 

0.39763 Not significant 

𝛽1 0.00002 Significant  

𝛽2 0.00000 Significant  

𝛽3 0.28792 Not significant 

    

𝛽0 

0.7 
0.88159 Not significant 

𝛽1 0.01696 Significant  
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Parameter Quantile (𝜽) to- Significance Value Description 

𝛽2 0.00000 Significant  

𝛽3 0.60196 Not significant 

    

𝛽0 

0.8 

0.90655 Not significant 

𝛽1 0.05098 Not significant 

𝛽2 0.00000 Significant   

𝛽3 0.29493 Not significant 

    

𝛽0 

0.9 

0.85035 Not significant 

𝛽1 0.41058 Not significant 

𝛽2 0.00049 Significant  

𝛽3 0.87150 Not significant 

 
Table 4. Value of 𝑹𝟐 on Some Quantile 

Quantile 𝑹𝟐 

0.1 0.0000 

0.2 0.0000 

0.3 0.0000 

0.4 0.0001 

0.5 0.0006 

0.6 0.0013 

0.7 0.0021 

0.8 0.0028 

0.9 0.0024 

 

3.3. Discussion 

Based on Table 1, the estimation results using the OLS method are obtained, the following model is 

obtained 

 

Y = −6665.54 + 183.06X1 + 21.98X2 + 60.28X3. 

 

This model, which is explained in Table 1, we obtained the significance values of each parameter are 

0.103, 0.117, 0.180, and 0.729, respectively. When the significant level of this model is 0.05, it means that 

no variables have a significant effect on rainfall in the city of Makassar. OLS method produces a coefficient 

of determination (R2) of 0.0008169. This show that 0.08% percentage of rainfall in the city of Makassar can 

be explained by the model, while the rest is explained by the other variables outside the model. 

The next step, Table 2, Table 3, and Table 4 displayed results to model the rainfall using quantile 

regression. The quantile regression parameters are estimated in  = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9. 

From the estimation results shown in the Table 2, the quantile regression analysis models for each quantile 

are as follows: 

1. 𝑌𝜃(0.1) = 0 

2. 𝑌𝜃(0.2) = 0 

3. 𝑌𝜃(0.3) = 0 

4. 𝑌𝜃(0.4) = 1.001 − 0.263 X1 + 0.097 X2 − 0.061 X3 

5. 𝑌𝜃(0.5) = 2.976 − 0.498 X1 + 0.169 X2 − 0.109 X3 

6. 𝑌𝜃(0.6) = 5.988 − 0.883 X1 + 0.297 X2 − 0.321 X3 

7. 𝑌𝜃(0.7) = 2.465 − 1.133 X1 + 0.468 X2 − 0.368 X3 

8. 𝑌𝜃(0.8) = −3.646 − 1.736 X1 + 0.868 X2 − 1.389  X3 

9. 𝑌𝜃(0.9) = −19.870 − 2.476 X1 + 1.487 X2 + 0.727 X3 
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From the several quantiles shown, there are several independent variables that have a positive and 

negative effect on the dependent variable. 

The next step is testing the quantile regression parameters, the results of which are shown in Table 3. 

Based on the results shown in the table, it can be seen that in quantiles 0.1, 0.2, and 0.3 there are no variables 

that have a significant effect on the level of rainfall. In quantiles 0.4, 0.5, 0.6, and 0.7 there are two predictor 

variables that affect the level of rainfall, namely the temperature variable and the humidity variable. In 

quantiles 0.8 and 0.9, only one predictor variable that affects the level of rainfall, namely the variable 

humidity. Because there is at least one significant parameter for each predictor variable, the variable has an 

effect on the response variable [20]. So that the model can be analyzed further and can be used as a quantile 

regression model. 

Based on the result of the analysis obtained 9 (nine) models in each quantile used, so it is necessary to 

select the best model, which is selected based on the value of the coefficient of determination. The coefficient 

of determination for each model is shown in Table 4, where the largest coefficient of determination is the 

model in quantile 0.8, which is 0.28%. Larger than the other quantiles. So the model obtained is as follows: 

 

𝑌𝜃(0.8) = −3.646 − 1.736𝑋1 + 0.868𝑋2 − 1.389𝑋3. 

 

Then the MAE calculation is carried out to find out whether the model obtained is good for use in predictions. 

 

MAE = 
∑ |𝑦𝑖−𝑦�̂�|𝑛

𝑖=1

𝑛
  

= 
|8.5−21.3|+|2.3−9.5|+|0.4−8.7|+⋯+|0−17.7|

344
 

= 
109240.1

344
 

= 317.56 

 

Based on the r-value and the value obtained from the MAE calculation, it is known that the model 

obtained is not very good for prediction. If the model is intended for estimation, it is necessary to overcome 

the existing heteroscedasticity problem beforehand if the data are not normally distributed or if the model has 

a heteroscedasticity problem from the model obtained. 

 

 

4. CONCLUSIONS 

 Based on the result of the analysis and discussion, some conclusions can be drawn as follows: 

1) Estimator for β from quantile regression to-θ obtained by minimizing the absolute value of the error with 

weighting θ for positive errors and weighting (1 − 𝜃) for negative errors, namely: 

 

�̂� = 𝑎𝑟𝑔𝑚𝑖𝑛𝛽{𝜃 ∑ |𝑦𝑡 − 𝑥𝑡
′𝛽|𝑡;𝑦𝑡≥𝑥𝑡

+ (1 − 𝜃) ∑ |𝑦𝑡 − 𝑥𝑡
′𝛽|𝑡;𝑦𝑡<𝑥𝑡

}. 

 

To find a solution to this equation, the interior point method and the simplex method can be used. 

2) The rainfall quantile regression analysis model in the city of Makassar in 2019 is:  

 

𝑌𝜃(0.8) = −3.646 − 1.736 𝑋1 + 0.868 𝑋2 − 1.389  X3. 

With rainfall data for the city of Makassar as the response variable (𝑌) while air temperature (𝑋1), 

humidity (𝑋2), and wind speed (𝑋3) in the city of Makassar as the predictor variables (𝑋). 

3) From the quantile regression analysis model obtained, the predictor variable that has a significant effect 

on the level of rainfall in the city of Makassar is the air humidity variable, while the temperature and 

wind speed variables have no significant effect on the level of rainfall in the city of Makassar in 2019. 
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