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Abstract. The Consumer Price Index (CPI) is an indicator used by Badan Pusat Statistik (BPS) which describes the 
average change in the prices paid by urban consumers for a market basket of consumer goods and services in a 

certain period. In the case of the CPI of Probolinggo City, if the CPI increases then describe inflation occurs and 

conversely. The CPI of Probolinggo City increase is not fixed. This study is to forecast the Consumer Price Index 

(CPI) and the result can be used as one of the considerations in carrying out economic development in the future. The 
research focused on the data of the CPI of Probolinggo City from January 2014 to April 2022. The methodology 

implemented in this study is Autoregressive Integrated Moving Average (ARIMA). The result shows that ARIMA 

(0,2,1) without an outlier was the best model for predicting the CPI of Probolinggo City for the next 8 months. This 

model shows the value of MAPE is 1.69%. The value of forecasting results in each month has decreased and 
increased not so significantly where in May 2022 the forecasting value was 108,391 then in June 2022 the forecasting 

value became 108,411 and so on until December 2022 the forecasting results using ARIMA model (0,2,1)  of 107,845. 
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1. INTRODUCTION 

 

Inflation is an important aspect of consideration for the government in deciding an economic policy. 

Knowing the extent of inflation that occurs can give an idea in the future of how much of a country's income 

is suitable for consumption, storage, or investment [1]. The Consumer Price Index (CPI) is an indicator of 

governments such as the Badan Pusat Statistik (BPS) in calculating inflation that occurs where data comes 

from changes in the mean consumer goods and services used by households or consumers in a certain period 

[2]. 

The official publication issued by the BPS of Probolinggo City stated that in April 2022, the inflation 

was 1.08 and the CPI was 108.06. Those conditions lead Probolinggo City to rank 4th out of 8 cities in East 

Java. Looking at the value of the CPI of Probolinggo City issued monthly by the BPS of Probolinggo City in 

2022 from January to April continues to increase [3]. The increase in the Consumer Price Index (CPI) that 

occurred in Probolinggo City describes the level of inflation. If the CPI of Probolinggo City increases, then 

the cost of living in a household changed. Low household income with a rising CPI forces people to earn 

additional income to make ends meet [4]. Responding to this increase requires to analyze the value of the CPI 

in the future. 

The CPI data can be processed and analyzed to determine the value of the CPI in the future so it is 

expected to be one of the considerations in planning for economic improvement in the future [5]. The time 

series forecasting is analyzing pre-existing CPI data from Probolinggo City to predict the future [6]. 

Autoregressive Integrated Moving Average (ARIMA) is a popular method for forecasting univariate time 

series datasets. The ARIMA model was first popularized by Box and Jenkins  [7], where the ARIMA model 

utilizes data that has occurred in the past to obtain the latest value for the future [8]. Forecasting results can 

be influenced by outliers in data so that the forecasting value becomes not accurate, then analyze to 

detect outliers on the data to eliminate the effects of outliers  [9]. 

The findings from previous research showed that ARIMA model in the middle of a pandemic in 

predicting the stock price of PT Blue Bird Tbk. in an Islamic economic perspective where the best ARIMA 

model obtained is ARIMA (2,1,2)  with an accurate calculation of 83.33% [10]. Another previous research 

used ARIMA model was forecasting of rice production data from 1993 to 2020 in Aceh City and the accuracy 

of MSE / MAD of  3.3401 × 1010 with best ARIMA model (3,1,1) [11]. Then another research was the 

application of the ARIMA Model of Outlier Detection in Palopo City Water Discharge Volume Forecasting 

which resulted in the ARIMA model (1,1,1) with MSE before being given outlier 9579 and after being given 

the resulting MSE outlier decreased to 6081,050 [9]. Therefore, steps to minimize the increase in the 

Consumer Price Index (CPI) of Probolinggo City in the future, this study will be carried out an analysis of 

the value of the Consumer Price Index (CPI) using the ARIMA model. The results obtained from the best 

ARIMA model are expected to help economic policy determinants in taking future decision steps. 

 

 

 

2. RESEARCH METHODS 

2.1 Customer Price Index (CPI) 

The Consumer Price Index (CPI) is an indicator that describes the change in the mean price of goods 

and services consumed by the community in a certain period [12]. The CPI will be announced by BPS to the 

public every month. The value of the CPI that rises illustrates the inflation rate, and the value of the CPI that 

falls indicates a deflationary situation [4], [12], [13].  The calculation of the CPI is using 

the Laspeyres equation that has been modified before. The equation of CPI is as follows [14], [12]:  

 

𝑰𝑯𝑲𝒕 =  

∑
𝑷𝒕𝒋

𝑷(𝒕−𝟏)𝒋
𝑷(𝒕−𝟏)𝒋𝑸𝒐𝒋

𝒌
𝒋=𝟏

∑ 𝑷𝒐𝒋𝑸𝒐𝒋
𝒌
𝒋=𝟏

 

where:  

𝑰𝑯𝑲𝒕   = Consumer Price Index (CPI)-𝒕  
𝑷𝒕𝒋  = The price value of the goods 𝒋, period 𝒕 

(1) 
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𝑷(𝒕−𝟏)𝒋   = The price value of the goods 𝒋, period (𝒕 − 𝟏) 

𝑷(𝒕−𝟏)𝒋𝑸𝒐𝒋   = Consumption value of goods  𝒋, in year (𝒕 − 𝟏) 

𝑷𝒐𝒋𝑸𝒐𝒋   = Consumption value of goods  𝒋, in base year 

𝒌   = Commodities 

 

2.2 Time Series Forecasting 

 Time series data can be interpreted as a collection of past data in a certain time series [7]. Forecasting 

using time series data has been applied for business, the natural environment, or the government. Time series 

forecasting is effective to save decision making, planning, and scheduling of a problem [15]. 

Time series forecasting is the analysis of existing data within a certain period of time which is then carried 

out a forecasting process according to existing rules with the aim of obtaining a predictive value for the 

future  [16], [5]. One of the time series forecasting methods that has been widely applied in processing time 

series data to predict is ARIMA (Autoregressive Integrated Moving Average)  [8]. 

 

2.3 Stationarity 

 

In time series, stationary is data along a horizontal constant timeline which means that the increase and 

decrease of data do not fluctuate. In other words, fluctuating data circulates around mean and variance at each 

point in time  [17]. Time series data is not always stationary in means and variances. Non-stationary data in 

variants can be performed Box-Cox transformations  [14], [18]. The Box-Cox transformation equations are 

as follows [19], [20], [21]. 

𝑻(𝑿𝒕)′ = {
𝑿𝒕

𝝀−𝟏

𝝀
, 𝝀 ≠ 𝟎

𝐥𝐧(𝑿𝒕) , 𝝀 = 𝟎
 

where:   

𝑻(𝑿𝒕)′  = Transformation Box-Cox 

𝑿𝒕  = Actual Data-𝒕 

𝝀  = Transformation Parameter 

 

Non-stationary data in the mean can be stationaries by differencing on the data [19], [17]. 

Differencing equation is as follows  [7]. 

 

𝑿𝒕
′ = 𝑿𝒕 − 𝑿𝒕−𝟏 

where:   

𝑿𝒕
′   = Differencing value 

𝑿𝒕  = Actual Data-𝒕 

 

Differencing order 𝒅 follows Equation (4)  [22]. 

 

𝑿𝒕
𝒅 = (𝟏 − 𝑩)𝒅𝑿𝒕 

where 𝑩 is backshift operator. 

 

 

2.4 ARIMA (Autoregressive Integrated Moving Average) 

ARIMA is a model that in its application uses time series data where the decrease in the equation from 

the ARIMA model can predict future values [7]. In general data with non-seasonal patterns instead of 

random white noise can be modeled using ARIMA  [7]. The ARIMA model must be stable with both the 

mean and the variance at each point [23].  In the case of non-stationary data against the variance can be 

performed Box-Cox Transformation and if it is not stationary against the mean can be done 

is differencing  [24]. ARIMA consists of 3 parameters (𝒑, 𝒅, 𝒒) i.e. AR represented by 𝒑 where AR(𝒑) is a 

prediction based on past values from the data, then the MA is symbolized by 𝒒 where MA(𝒒) is the residual 

(4) 

(2) 

(3) 
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value of the calculation used for future forecasting, and in conjunction with differencing symbolized 𝒅  which 

is the number of differencing on the data to eliminate trends and or seasonality with the aim of disciplining 

the data so that the data becomes constant against the mean and variance at each point in time  [25], [26].  

ARIMA general model  (𝒑, 𝒅, 𝒒) can be seen in the following structure  [27]:  

𝚽(𝑩)𝛁𝒅𝒙𝒕 =  𝚯(𝑩)𝜺𝒕

𝑬(𝜺𝒕) = 𝟎, 𝑽𝒂𝒓(𝜺𝒕) = 𝝈𝜺
𝟐, 𝑬(𝜺𝒕𝜺𝒔) = 𝟎, 𝒔 ≠ 𝒕

𝑬(𝒙𝒔𝜺𝒕) = 𝟎, ∀𝒔 > 𝒕

 

 

Where 𝛁𝐝 = (𝟏 − 𝐁)𝐝𝐁; with 𝚽(𝐁) = 𝟏 − 𝛗𝟏𝐁 − ⋯ − 𝛗𝟏𝐁𝐩  is the coefficient of AR(𝐩) 

polynomial model ARMA(𝐩, 𝐪) reversible stationary [28], [7], [27], and 𝚯(𝐁) = 𝟏 − 𝛉𝟏𝐁 − ⋯ − 𝛉𝟏𝐁𝐪 as 

the coefficient of MA(𝐪) polynomial model ARMA(𝐩, 𝐪) reversible stationary  [23], [29]. The formation of 

the alleged ARIMA model is seen from the lag in the ACF (Autocorrelation Function) and PACF (Partial 

Autocorrelation Function) plots of the data that have been stationary with the provisions  [14], [25]:  

 
Table 1. Plot ACF and PACF 

Plot ACF PACF 

AR (p) Dies Down Cut off after lag p 

MA (q) Cut off after lag q Dies Down 

ARMA (p, q) Dies Down after q-p lag Dies Down after p-q lag 

 

 

2.5 Parameter Estimation  

 

The best model is obtained based on the test, it is necessary to estimate the parameters in the model. The 

parameter estimation equation for ARIMA is as follows  [21].   

 

Hypotheses used for AR:  

𝑯𝟎: 𝝋𝒊 = 𝟎  (AR parameter is insignificant) 
𝑯𝟏: 𝝋𝒊 ≠ 𝟎  (AR parameter is significant) 

 

𝒕𝐬𝐭𝐚𝐭𝐢𝐬𝐭𝐢𝐜𝐬 𝝋𝒊 =
𝝋𝒊

𝑺𝑬(𝝋𝒊)
  

 

Hypotheses used for MA:  

𝑯𝟎: 𝜽𝒊 = 𝟎  (MA parameter is insignificant) 
𝑯𝟏: 𝜽𝒊 ≠ 𝟎  (MA parameter is significant) 

 

𝒕𝐬𝐭𝐚𝐭𝐢𝐬𝐭𝐢𝐜𝐬 𝜽𝒊 =
𝜽𝒊

𝑺𝑬(𝜽𝒊)
 

where:    
𝝋𝒊  = Estimation AR model 

𝜽𝒊  = Estimation MA model 

𝑺𝑬  = Standard Error 

 

 𝑯𝟎  is rejected if  |𝒕𝐬𝐭𝐚𝐭𝐢𝐬𝐭𝐢𝐜𝐬|  >  𝒕𝜶

𝟐
,(𝒏−𝒏𝒛) where 𝒏 is the amount of data and 𝒏𝒛 is number of 

parameters estimated, or said to be significant if p-value <  𝜶 = 𝟎, 𝟎𝟓. 

 

2.6 Residual Diagnostic Test 

 

Residual diagnostic tests are necessary to determine the feasibility of a model because the calculated 

data uses the right model and meets the assumptions in the residual diagnostic test will produce values similar 

to the original data  [17], [19]. Models with good feasibility must meet the assumptions in residual diagnostic 

tests, the assumption is white noise and normal distribution. The white noise assumption test can be 

performed using the Ljung-Box test with the following Equation [21] :  

(5) 

(6) 

(7) 

(8) 
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𝑸 = 𝒏(𝒏 + 𝟐) ∑
𝝎̂𝒌

𝟐

(𝒏 − 𝒌)

𝒋

𝒌=𝟏

 

where:    
𝑸 = Ljung-Box Value 

𝝎̂𝒌  = Autocorrelation value in lag- 𝒌 

𝒌  = lag- 𝒌 

 

 As for the assumption of normality to residuals that are not met, outlier detection can be carried out. 

 

2.7 Outlier Detection 

 

In time series analysis, outliers are inconsistent data or far from other values that can make damage the 

analysis so that the results caused are not reliable or even to the point of making invalid decisions [30], [31]. 

There are four types of outliers:  

a. Additive Outlier (AO) is an outlier that has an effect only on the th observation.  Assume 𝐗𝐭 

following the ARMA model (𝐩, 𝐪), and 𝐙𝐭 is observational data, then 𝐗𝐭 is a free outlier.  

 

𝚽(𝑩)𝒙𝒕 =  𝚯(𝑩)𝜺𝒕 

𝑿𝒕 =  
𝚽(𝑩)

𝚯(𝑩)
𝜺𝒕  

 

       Then additive outlier (AO) has formula: 
 

𝒁𝒕 =  
𝚽(𝑩)

𝚯(𝑩)
𝜺𝒕 +  𝝎𝑰𝒕

(𝑻)
, 𝜺𝒕 ~𝑵(𝟎, 𝝈𝟐)  

𝑰𝒕
(𝑻)

= {
𝟏, 𝒕 = 𝑻
𝟎, 𝒕 ≠ 𝑻

 

where  𝑰𝒕
(𝑻)

 is an additive outlier (AO) variable T is numbers of data. 

 

b. Innovative Outlier (IO) is an outlier that has an influence when 𝐓, 𝐓 + 𝟏, ⋯  has formula: 

 

𝒁𝒕 =  𝑿𝒕 +
𝚽(𝑩)

𝚯(𝑩)
+  𝝎𝑰𝒕

(𝑻)
=

𝚽(𝑩)

𝚯(𝑩)
(𝜺𝒕 +  𝝎𝑰𝒕

(𝑻)
) , 𝜺𝒕 ~𝑵(𝟎, 𝝈𝟐)  

 

c. Shift Outlier (SO) has formula: 

 

𝒁𝒕 = 𝑿𝒕 + 
𝟏

(𝟏 − 𝑩)
𝝎𝑰𝒕

(𝑻)
, 𝜺𝒕 ~𝑵(𝟎, 𝝈𝟐) 

 

d. Temporary Change (TC) has formula:  

 

𝒁𝒕 = 𝑿𝒕 + 
𝟏

(𝟏 − 𝜹𝑩)
𝝎𝑰𝒕

(𝑻)
, 𝜺𝒕 ~𝑵(𝟎, 𝝈𝟐) 

𝑰𝒕
(𝑻)

= {
𝟎, 𝒕 < 𝑻
𝟏, 𝒕 ≥ 𝑻

 

 

2.8 Validation Model 

 

The best model depends on errors. Some of the measures used in calculating errors from the results of 

forecasting models: 

 

 

a. MAPE (Mean Absolute Percentage Error) [32], [33]. 

 

(9) 

(10) 

(11) 

(12) 

(13) 
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𝑴𝑨𝑷𝑬 =  
𝟏

𝒏
∑ |

𝑿𝒕 − 𝑭𝒕

𝑿𝒕
|

𝒏

𝒕=𝟏

× 𝟏𝟎𝟎% 

 

 where: 

𝑿𝒕  = Data actual at- 𝒕 

𝑭𝒕  = Forecasting value in at- 𝒕 

𝒏  = Total number of data 

The MAPE results from the calculations can be explained in the category as following Table 2 [34]. 

 
Table 2. MAPE Category 

MAPE Interpretation 

< 𝟏𝟎% Excellent 

𝟏𝟎 − 𝟐𝟎% Good 

𝟐𝟎 − 𝟓𝟎% Enough 

> 𝟓𝟎% Bad 

  

b. MSE (Mean Square Error) [25]. 

 

𝑴𝑺𝑬 =  
𝟏

𝒏
∑(𝑿𝒕 − 𝑭𝒕)𝟐

𝒏

𝒕=𝟏

 

  

where: 

𝑿𝒕  = Data actual at- 𝒕 

𝑭𝒕  = Forecasting value in at- 𝒕 

𝒏  = Total number of data 

 

2.9 Data Sources  

 

The type of this research is quantitative with secondary data obtained from the official website of the 

BPS of Probolinggo City. The data taken as the object of research is the CPI of Probolinggo City from January 

2014 to April 2022 with a total of 100 data divided into two parts, there are in-sample data of 88 data and 

out-sample of 12 data. The following sample data obtained: 

 
Table 3. CPI of Probolinggo City January 2014 to April 2022 

Year/month CPI 

January 2014 112.23 

⋮ ⋮ 

April 2022 108.60 

 

 ARIMA forecasting with outlier detection in the process should follow the step below:  

a. Plotting data. 

b. Stationarity test (mean and variance stationarity). 

c. Make a model conjecture by looking at the ACF and PACF plots. 

d. Test the estimation of the parameters of the ARIMA model. 

e. Model residual diagnostic test (white noise assumption test and normality test). 

f. Checking the outlier on the data if the data is not normally distributed, conducting a parameter 

estimation test of the detected outlier, then adding parameters from the detected outlier on the 

model and re-checking residual tests on the model to which the outlier has been added. 

g. Validate models without outliers and models after the addition of outliers. 

h. Forecasting the CPI of Probolinggo City for the next 8 months. 

 

 

 

(14) 

(15) 
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3. RESULTS AND DISCUSSION 

3.1. ARIMA Model 

The plot of data can be identified whether there is a seasonal pattern or not. Figure 1 is a plotting of 

the CPI data from Probolinggo City from January 2014 to April 2021. 

 

 
Figure 1. Plot data of the CPI 

 

From Figure 1, there is a cyclic pattern and there is no seasonal pattern so that the data can be processed 

using the ARIMA model. Forecasting using ARIMA should be data used stationary in variance and mean. 

 

 
(a) 
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(b) 

     Figure 2. Plot Box-Cox of CPI 

 

Based on the Box-Cox plot Figure 2 (a) the value of the CPI rounded value data is not stationary in the 

variant because the data is said to be stationary in variance when the value of rounded value data is equal to 

1 and if it is not equal to 1 then a Box-Cox transformation is carried out until the value of the rounded value is 

equal to 1. In Figure 2 (b) the data has been transformed Box-Cox where it can be seen that the value of the 

rounded value has met the standard said to be stationary in variance, equal to 1. Then proceed with looking 

at the stability of the data against the mean through the ACF and PACF plots. The following is the plot of 

ACF and PACF data on the CPI of Probolinggo City after differencing two times. 

 
(a) 

 
       (b) 

Figure 3. Plot (a) ACF and (b) PACF after Differencing 
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Looking at the ACF and PACF plot lags in Figure 3, the alleged temporary model can be taken. The 

model combinations can be seen in Table 4. 

 
Table 4. Combinations ARIMA Model 

Model Parameter p-value Description MSE 

ARIMA (1,2,0) AR(1) 0.000 significant 16.0079 

ARIMA (2,2,0) 
AR(1) 

AR(2) 

0.000 

0.002 
significant 14.3665 

ARIMA (3,2,0) 

AR(1) 

AR(2) 

AR(3) 

0.000 

0.000 

0.015 

significant 13.5210 

ARIMA  (0,2,1) MA(1) 0.000 significant 10.4782 

ARIMA  (1,2,1) 
AR(1) 

MA(1) 

0.745 

0.000 
insignificant 10.5995 

ARIMA  (2,2,1) 

AR(1) 

AR(2) 

MA(1) 

0.000 

0.000 

0.000 

significant 16.4212 

ARIMA (3,2,1) 

AR(1) 

AR(2) 

AR(3) 

MA(1) 

0.000 

0.092 

0.487 

0.000 

insignificant 

 
17.5466 

 

Based on Table 4, it is found that only the ARIMA model (0,2,1) meets the parameter estimation test 

due to the value of the ARIMA model  (0,2,1) having a p-value less than α and it can be seen that the model 

with the best feasibility is based on the deviation of calculations caused by the model in which 

the ARIMA model is selected  (0,2,1) with MSE 10.4782. Further ARIMA model (0,2,1) white noise test 

is carried out using Ljung-Box where the decision is taken if the p-value is greater than  α then the model 

is white noise and normally distributed. The Ljung-Box results are shown in Table 5. 

 
Table 5. Residual Diagnostic Test ARIMA Model (𝟎, 𝟐, 𝟏) 

Lag Chi-Square DF 
p-value 

White Noise 

p-value 

Normality Test 

12 1.24 10 1.00 

< 0.010 
24 2.14 22 1.00 

36 2.69 34 1.00 

48 2.98 46 1.00 

 

The results shown in Table 5 that the ARIMA model (0,2,1) was white noise because of the p-value  >
 𝛼, but it is not normality distributed because of the p-value < 𝛼 which indicates that in the data there is an 

outlier. It is also seen in Figure 1 that there is a fluctuating spike in decline identifying the presence of an 

outlier in the data. The following step is to detect outlier with the results can be seen in Table 6. 

 
Table 6. List of Outliers on the CPI 

Observation 
Outlier 

Type 
p-value 

73 Shift 0.0001 

12 Shift 0.0001 

11 Shift 0.0004 
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Observation 
Outlier 

Type 
p-value 

37 Shift 0.001 

54 Shift 0.0165 

60 Shift 0.0136 

42 Shift 0.015 

48 Shift 0.0159 

 

Table 6 shows that there are 10 outliers in the CPI data of Probolinggo City where all outliers are shift 

outliers. Of the 10 outliers identified all parameters have a p-value < α so it can be concluded that 

the existing outlier affects the data. Outlier observations are then added one by one to the ARIMA model 

 (0,2,1) so that the value for the residual assumption, there is white noise, and normal distribution is shown 

in Table 7. 

 
Table 7. Residual Diagnostic Test ARIMA Model (𝟎, 𝟐, 𝟏) Outlier 

Lag 
Chi-

Square 
DF 

p-value 

White Noise 

p-value 

Normality Test 

6 447.6 5 <.0001 

<0.0100 
12 872.23 11 <.0001 

18 1273.05 17 <.0001 

24 1638.77 23 <.0001 

 

Table 7 shows the detection of 10 obeservations added to the ARIMA model (0,2,1) one by one to 

satisty all assumptions. However, the residual model not normal distributed (p-value normality test < α) and 

also does not meet white noise assumption (p-value white noise < α). Because the outlier detection in the 

CPI data resulted in a value that could not meet the assumptions violated, the ARIMA model was decided 

(0,2,1) without outliers that will be used as a forecasting model for the CPI of Probolinggo City in the future 

and strengthened by looking at the validation of the model, the MAPE value of the ARIMA model (0,2,1) 

without outliers and ARIMA model (0,2,1) outliers shown in Table 8. 

  
Table 8. Validation ARIMA Model (0,2,1) 

ARIMA Model MAPE 

ARIMA (0,2,1) without outliers  1.69% 

ARIMA (0,2,1) with outlier 1.77% 

The results in Table 8 state that ARIMA   (0,2,1) without outlier with the results of weighing the 

protection or error given by 1.69% is included in the very good category so it is worth using to predict the 

CPI of Probolinggo City in the future. 

 

3.2. Forecasting the CPI of Probolinggo City  

Forecasting of the CPI of Probolinggo City for the months of May 2022 to December 2022 using the 

ARIMA model (0,2,1) without outliers are shown in Table 9. 

 
Table 9. Forecasting the CPI of Probolinggo City 

May 2022 to December 2022 

Year/month Forecasting 

May 2022 108.391 

June 2022 108.411 

July 2022 108.203 

August 2022 108.223 

September 2022 108.014 

October 2022 108.034 
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Year/month Forecasting 

November 2022 107.825 

December 2022 107.845 

 

Results of the ARIMA model forecasting process  (0,2,1) without outliers in Table 9 to the value of 

the CPI of Probolinggo City for the next 8 months show a subduction and not so significant increase, whereas 

in May 2022 the forecasting value of 108,391, then in June 2022 the forecasting value will be 108,411, and 

so on until in December 2022 the forecasting results using ARIMA (0,2,1) of 107,845.  

The BPS of Probolinggo City stated that the increase and decrease in the value of the CPI of 

Probolinggo City were caused by 8 expenditure groups, there are Food, Beverages, and Tobacco; Clothing 

and Footwear; Housing, Water, Electricity, and Household Fuel; Household Supplies, Appliances, and 

Routine Maintenance; Health; Transportation; Information, Communications, and Financial Services; 

Recreation, Sports, and Culture; Education; Provision of Food and Beverages/Restaurants; Personal Care and 

Other Services.  

The CPI has decreased (deflation) at first glance will benefit consumers because the prices of goods 

and services will become cheaper and more affordable but in regions with moderate economies, especially 

producers, this is not good, on the contrary, an increase in the CPI or Inflation is highly expected by 

producers. So, with this research in the future, it is hoped that it will provide benefits and can be used as one 

of the input providers in achieving a better economy. 

 

 

 
4. CONCLUSIONS 

The CPI is an important factor in economic policymaking. A significant increase in the value of the 

CPI led to a state of inflation. Forecasting is a way to determine the value of the CPI of Probolinggo City, the 

results of the prediction can be taken into consideration in making future policies. The results obtained 

forecasting using the ARIMA model (0, 2, 1) without outliers, MAPE 1.69% with a predicted value in May 

2022 of 108,391, and the following month experienced a not too significant increase and decrease. 
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