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Abstract. Salinity is the concentration of dissolved salts in water. The salt in question is a variety of ions dissolved 

in water, including table salt (NaCl). Salinity and seawater temperature are one of the factors that affect salt 

production. The higher the NaCl content, the better the quality of the salt. Currently, people's salt production is still 

unable to meet the needs of national salt, especially industrial salt, because most of the quality of people's salt still 

does not meet the SNI criteria for industrial salt. Thus, it is necessary to predict the salinity and temperature of 

seawater to help determine the next steps or policies in improving the quality of people's salt. Predictions of salinity 

and seawater temperature were carried out by applying the Vector Autoregressive (VAR) Analysis method and 

nonparametric Fourier series regression with primary data of salinity and seawater temperature on the coast of 

Tlesah Tlanakan Beach, Pamekasan. The best model chosen is the model that has the smallest error size and the 

highest accuracy measure. The best models are nonparametric regression of the Fourier series of sine and cosine 

bases with the predicted result obtaining a MAPE value is 0.00496 and the coefficient of determination is 100%. 
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1. INTRODUCTION 

Madura is one of the regions of Indonesia with the largest salt production, so Madura is called the Salt 

Island. The area of salt land in Madura is 15.347 ha which is located in several districts, namely in Sumenep, 

Pamekasan, and Sampang. One of the factors affecting salt production is salinity and seawater temperature. 

Salinity is the content of salts dissolved in water. The salinity of the water describes the salt content in a body 

of water. The salt in question is a variety of ions dissolved in water, including table salt (NaCl) [1]. Pond salt 

is divided into 3 types of qualities, namely, the first quality (KW1) is salt with a NaCl content between 95%-

98%, the second quality (KW2) is salt with a NaCl content between 90%-95%, and the third quality (KW3) 

is salt with a NaCl content of less than 90% [2]. Based on SNI 01-3556-2000, the minimum level of NaCl in 

salt consumption is 94.7% [3]. So far, the amount of people's salt production that is included in the KW1 

category has only reached 31.04% of the NaCl content of salt produced domestically only ranging from 81%-

96%, while for industrial needs, salt with NaCl quality reaches the same or more than 97% [4]. 

Based on data from the Ministry of Industry in 2018, the national industry salt needs in 2018 were 

around 3.7 million tons. However, industry salt production in Indonesia is only 1.9 million tons every year, 

so Indonesia has to import around 1.8 million tons every year to meet the needs of industrial salt in Indonesia. 

Therefore, predicting salinity and seawater temperature is considered necessary to help determine the next 

step or policy in improving the quality of local pond salt so that it can meet industrial salt needs and reduce 

salt imports. [2]. 

The method that can be used to predict the salinity and temperature of seawater simultaneously is a 

Vector Autoregressive (VAR) and biresponse Fourier series estimator. Vector Autoregressive (VAR) is one 

of the analysis methods multivariate time series in the form of simultaneous equations, that is, the variables 

used are interconnected with each other [5]. Previous research using VAR modeling for time series data is 

about forecasting Covid-19 in West Java Province using the VAR model by Yuriska [6] with the results of 

obtaining a Mean Absolute Percentage Error (MAPE) value of 4.7%. Another study using the VAR method 

is a study by Rajab [7], namely, Forecasting COVID-19 Vector Autoregression-Based Model with the results 

interpolating predictions to forecast the cumulative number of cases, obtained MAPE of 0.0017%  for UAE, 

0.002% for Saudi Arabia , and 0.024% for Kuwait.  

The other method that can be used to predict salinity and seawater temperature is the biresponse 

nonparametric regression based on the Fourier series estimator. Research using the application of biresponse 

nonparametric regression based on the Fourier series estimator such as Utami and Nur [8] applied for 

modeling on High Water Level (HWL) data in Semarang City, based on the results determination of the 

optimal 𝑘 by the GCV method obtained 𝑘 = 276 with the maximum results of HWL data or it can be said 

that the maximum tide occurred on November 21, 2016 with 𝑅2 of   94% and MSE of 10.31.  

Based on the description, no one has compared the two methods to predict salinity and seawater 

temperature. Therefore, the researcher will conduct research on the prediction of salinity and seawater 

temperature using VAR analysis and Fourier series nonparametric regression. Comparison measures used are 

Mean Absolute Percentage Error (MAPE), Mean Square Error (MSE), and coefficient of determination (𝑅2), 

and the estimator to be chosen is the estimator with the minimum MSE and MAPE values and the maximum 

determination coefficient. 

This study aims to determine how the results of the prediction of salinity and seawater temperature 

using the best model selected from the comparison of VAR analysis and nonparametric Fourier series 

regression, as an illustration, to make it easier for interested parties in planning policies. 

 

 

 

2. RESEARCH METHODS 

2.1   Vector Autoregressive (VAR) 

 Vector Autoregressive (VAR) is a method that does not distinguish between the dependent variable 

and the independent variable. The dependent variable is a variable whose value is determined in the model. 

One of the assumptions that must be met in conducting VAR analysis is that between variables must be 

correlated. 
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VAR is a system of equations that shows each variable as a linear function of the constant, the lag 

(past) value of the variable itself, and the lag value of other variables in the system of equations. VAR has a 

model for lag p and n variables can be formulated as follows [9]: 

𝑌𝑡 = 𝑏0 + 𝑏1𝑌𝑡−1 +⋯+ 𝑏𝑝𝑌𝑡−𝑝 + 𝜀𝑡                         

with: 

𝑌𝑡 : response data for time 𝑡 
𝑌𝑡−𝑖 : response data for time 𝑡 − 𝑖 
𝑏0 : intercept vector not 𝑛 × 1(constant) 

𝑝 : long lag VAR 

𝑡 : observed period [10]  

𝜀𝑡 : residual for observation to𝑡 

The steps for forecasting modeling using the VAR method are: 

a. Stationary Test 

In time series analysis, the formation of a time series analysis model is determined with the assumption 

that the data is in a stationary state. Stationarity means that in the data, there are no drastic changes or 

fluctuations in the data around a constant mean value and does not depend on the time and variance of these 

fluctuations. The visual form of a plot of time series data is often sufficient to ensure that the data is stationary 

or not. One of the unit root tests can be done with the Augmented Dickey Fuller (ADF test). The ADF test is 

a stationary test by determining whether the time series contains a unit root. The ADF test was introduced by 

Dickey and Fuller in 1979 with a simple model. 

𝛥𝑌𝑡  =  𝑏0  +  𝛾𝑌𝑡−1  +  𝜀1              

with γ =  b1 − 1 and ΔYt  =  Yt  −  Yt−1with Yt is the data at time 𝑡. The hypothesis used is 

𝐻0  ∶  𝛾 =  0 (contains unit root or is not stationary) 

𝐻1  ∶  𝛾 ≠  0 (does not contain unit or stationary roots) 

Hypothesis testing is carried out using −𝜏 defined statistics by the following formula. 

𝜏 =
𝛾̂

𝑠𝑒(𝛾̂)
 

with 𝛾  is the least squares estimate of  𝛾and 𝑠𝑒(𝛾 ) is the standard error of  𝛾 , with the critical area of this test 

is to reject 𝐻0if the ADF statistic value is or 𝜏is greater than the absolute critical value of the statistical 

distribution, 𝑡 namely |𝑡𝑎
2
;𝑑𝑓=𝑛−𝑛𝑝

|, where 𝑛 is the number of observations and np is the number of 

parameters. If the data is not stationary in the mean, then differencing is done, whereas if the data is not 

stationary in the variance, then a transformation is performed [10]. 

Differencing is one of the common methods used to deal with non-stationary data. The differencing 

process can be carried out for several periods until the data are stationary, namely by subtracting data from 

the previous one. Differencing is performed when the data is not stationary in the mean. If  Yt
,
 it is data that 

has been differencing, then the differencing process is formulated with the following equation: 

𝑌𝑡
, = (1 − 𝑏)𝑑𝑌𝑡         

with 𝑏 is a backward shift operator, which is an operator that shows a data shift back one period. Meanwhile, 

𝑑 is a variable that shows the order of differencing, namely the number of differencing performed until the 

data is stationary. 

b. VAR Lag Determination 

Lag determination is used to determine the optimal lag length. Determining the optimal lag can use 

several methods, namely, Akaike Information Criterion (AIC), Schwarz Information Criterion (SIC), and 

Hannan Quin Information Criterion (HQ). Optimal lag selection criteria are AIC, SC, and HQ with the 

smallest value [11]. The AIC equation is as follows. 

AIC = 2𝑘 − 2ln(𝐿̂)        

with 

𝐴𝐼𝐶 : Akaike information criteria 
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𝑘 : Number of parameter estimates in the model 

𝐿̂ : The maximum value of the possible functions for the model 

 

c. Granger Causality Test 

Granger causality is a causal test or to see whether or not there is a unidirectional relationship or 

reciprocal relationship between variables [12]. General model of granger causality equation unrestricted as 

follows [13]: 

{
𝑌1𝑡 = ∑ 𝑎𝑖𝑌1(𝑖−1) +

𝑝
𝑖=1 ∑ 𝛽𝑖𝑌2(𝑖−1) +

𝑝
𝑖=1 𝜀1𝑡 

𝑌2𝑡 = ∑ 𝛾𝑖𝑌2(𝑖−1) +
𝑝
𝑖=1 ∑ 𝜏𝑖𝑌1(𝑖−1) +

𝑝
𝑖=1 𝜀2𝑡

                              

Granger causality test hypothesis 

𝐻0: There is no influence between variables 

𝐻1: There is an influence between variables 

Determination of the decision is if the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼 then it is H0rejected, meaning that there is an 

influence between the variables studied. On the other hand, if the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 ≥ 𝛼 then it is H0 accepted, 

meaning that there is no influence between the variables studied. 

 

d. Parameter Significance Test 

Parameter significance test can be done by individual test (t-test), which is a test conducted to test the 

effect of each parameter on the model. 

Hypothesis: 

𝐻0: 𝑏𝑖𝑗
(𝑙)

= 0(for all 𝑖 = 1,2…𝑚 ; 𝑗 = 1,2…𝑚 ; 𝑙 = 1.2…𝑝) 

𝐻1: 𝑏𝑖𝑗
(𝑙)

≠ 0(for all 𝑖 = 1,2…𝑚 ; 𝑗 = 1,2…𝑚 ; 𝑙 = 1.2…𝑝) 

Significance level: 𝛼 

Test statistics: 

𝑡ℎ =
𝑏̂𝑖𝑗
(𝑙)

𝑆𝐸(𝑏̂𝑖𝑗
(𝑙)
)
 

Test criteria: 

Reject 𝐻0 if |𝑡ℎ| > 𝑡𝛼/2,(𝑛−𝑘)or p- value < 𝛼, where 𝑛is the number of observations [14]. 

e. Model Verification 

After estimating the parameters, the next step is to verify the model to see if the model is feasible or 

not to be used. The model is said to be suitable for use if it meets the White nose assumption. One way to test 

the White nose is to perform the Multivariate Portmanteau test. The hypothesis of the Portmanteau test is as 

follows. 

𝐻0: 𝜌1 = ⋯ = 𝜌𝑚 = 0 

𝐻1: there is at least one 𝜌 ≠ 0 

with 𝜌 is the correlation matrix of the error vector. 

The statistical test used is 

𝑄𝑁(𝑚) = 𝑇2∑
1

𝑇 − 𝑡

𝑚

𝑡=1

𝑡𝑟(𝚪̂𝑡
′𝚪̂0

−1𝚪̂𝑡𝚪̂0
−1) (1) 

with: 

𝑇  : number of observations 

Γ̂𝑇(𝑘)  = 
1

𝑇−𝑘+1
∑ 𝒀𝑇−𝑘
𝑡=0 (𝑡)𝒀′(𝑡 − 𝑘) is the element of the covariance matrix 𝚪(𝑝)  

Γ̂T(−k)=  𝚪̂T
′(k) fork ≥ 0 
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The first stage of the Pormanteau test is to calculate the Q statistical value as in Equation (1).             Q 

distribute Chi − square with degrees of freedom N2m. Next is to compare the value Q with the value 

x2N2m at the level of confidence 100(1 − α)%. If  Q <  x2N2m (Q < chi − square) or 𝑝 − value >  α then 

accept H0. These results indicate that the residuals meet the white noise assumption and it can be said that 

the model fits the data. Vice versa, if Q <  x2N2m or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 <  𝛼 then reject H0and it can be concluded 

that the model does not fit the data because the residuals do not meet the white noise assumption [15]. 

 

2.2   Biresponse Fourier Series Estimator 

a. Biresponse Nonparametric Regression 

Regression analysis involving two response variables and between the response variables there is a 

strong correlation or relationship, both logically and mathematically, is called biresponse regression. The 

nonparametric approach is used when the shape of the biresponse regression curve is unknown. In general, 

the model for biresponse nonparametric regression can be written as follows [16]. 

{
𝑦𝑖1 = 𝑔1(𝑥𝑖1) + 𝜀𝑖1
𝑦𝑖2 = 𝑔2(𝑥𝑖2) + 𝜀𝑖2

 

b. Fourier Series Estimator 

Fourier series is a trigonometric polynomial function that has a high degree of flexibility. The Fourier 

series is a curve that shows the sine and cosine functions. By expansion into the form of a Fourier series, a 

periodic function can be expressed as the sum of several harmonic functions, namely functions of sine and 

cosine, including sinusoidal functions [17]: 

Definition 1. 

If given 𝑔(𝑥)is a function that can be integrated and differentiable on the interval [𝑎, 𝑎 + 2𝐿], then the 

representation of the Fourier series on that interval with respect to 𝑔(𝑥) the trigonometric components sine 

and cosine is as follows: 

𝑔(𝑥) =
𝑎1

2
+ ∑ (𝑎𝑝 𝑐𝑜𝑠 𝑘

∗𝑥 + 𝑏𝑝
∞
𝑝=1 𝑠𝑖𝑛 𝑘∗𝑥)   

with k* ≈
𝑛𝜋

𝐿
; 𝑛 = 1,2,3,⋯. 

The Fourier coefficient is determined by the following formulation 

𝑎1 =
1

𝐿
∫ 𝑔(𝑥)𝑑𝑥; 𝑎𝑝 =
𝑎+2𝐿

𝑎

1

𝐿
∫ 𝑔(𝑥) 𝑐𝑜𝑠 𝑘∗𝑥 𝑑𝑥; 𝑏𝑝 =
𝑎+2𝐿

𝑎

1

𝐿
∫ 𝑔(𝑥) 𝑠𝑖𝑛 𝑘∗𝑥 𝑑𝑥
𝑎+2𝐿

𝑎
  

c. Estimation of Biresponse Fourier Series Model 

The estimator for the parameter regression curve of a biresponding nonparametric model using a 

Fourier series on a sine basis is 

𝑦̂1𝑖 = 𝑔̂1𝑖 =
𝑎̂11

2
+ 𝛽1𝑡𝑖𝑙 + ∑ (𝑎̂𝑘1 sin 𝑘𝑡𝑖𝑙

𝐾
𝑝=1 )  

𝑦̂2𝑖 = 𝑔̂2𝑖 =
𝑎̂12

2
+ 𝛽2𝑡𝑖𝑙 +∑ (𝑎̂𝑘2 sin 𝑘𝑡𝑖𝑙

𝐾
𝑝=1 )  

The estimator for the nonparametric biresponse parameter regression curve with the Cosine basis 

Fourier series approach is 

𝑦̂1𝑖 = 𝑔̂1𝑖 =
𝑎̂11

2
+ 𝛽1𝑡𝑖𝑙 + ∑ (𝑎̂𝑘1 cos 𝑘𝑡𝑖𝑙

𝐾
𝑝=1 )  

𝑦̂2𝑖 = 𝑔̂2𝑖 =
𝑎̂12

2
+ 𝛽2𝑡𝑖𝑙 +∑ (𝑎̂𝑘2 cos 𝑘𝑡𝑖𝑙

𝐾
𝑝=1 )  

The estimator for the parameter regression curve of a biresponding nonparametric model using the 

Fourier series approximation of the basis of sine and cosine is 

𝑦̂1𝑖 = 𝑔̂1𝑖 =
𝑎̂11

2
+ 𝛽1𝑡𝑖𝑙 + ∑ (𝑎̂𝑘1 cos 𝑘𝑡𝑖𝑙 + 𝑏̂𝑘1 sin 𝑘𝑡𝑖𝑙

𝐾
𝑝=1 )  

𝑦̂2𝑖 = 𝑔̂2𝑖 =
𝑎̂12

2
+ 𝛽2𝑡𝑖𝑙 +∑ (𝑎̂𝑘2 cos 𝑘𝑡𝑖𝑙 + 𝑏̂𝑘2 sin 𝑘𝑡𝑖𝑙

𝐾
𝑝=1 )  
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2.3   Goodness of Fit Criteria 

The indicator of the goodness of the model can be seen from the model which has the smallest error 

size (MSE and MAPE) and the highest accuracy (coefficient of determination): 

a. Mean Square Error (MSE) and Generalized Cross Validation (GCV) 

MSE is the estimated value of the error variance. MSE is determined by the following equation: 

𝑀𝑆𝐸[𝑘] =
1

𝑛
𝐲T(𝐈 − 𝐀(k))

T
𝐕(𝐈 − 𝐀(k))𝐲 

with 𝐀(k) is the hat matrix: 

𝑨(𝑘) = 𝑻(𝑘)(𝑻(𝑘)𝑇𝑽 𝑻(𝑘))−1𝑻(𝑘)𝑇𝑽 

The model is said to be good if the MSE value is minimum. Apart from being seen from the minimum 

MSE, the GCV indicator is also very influential for the best model. The GCV value is expressed in the 

following equation: 

𝐺𝐶𝑉(𝑘) =
𝑀𝑆𝐸(𝑘)

(𝑛−1 𝑡𝑟𝑎𝑐𝑒(𝑰 − 𝑨(𝑘)))2
 

b. Coefficient of Determination ( 𝑅2) 

One of the criteria used in selecting the best model is to use the coefficient of determination 𝑅2. The 

coefficient of determination ( 𝑅2) is a quantity that describes the percentage of variation in the response 

variable that is explained by the predictor variable [18]. The Formula for the coefficient of determination is 

given as follows: 

𝑅2 =
(𝒚̂−𝒚̅)𝑻(𝒚̂−𝒚̅)

(𝒚−𝒚̅)𝑻(𝒚−𝒚̅)
                        

with 𝑦̅ is a vector containing the average response data. A good model can be measured by 𝑅2 great value 

[19]. 

c. Mean Absolute Percentage Error (MAPE) 

MAPE is used to measure the error in the estimated value of the model which is expressed in the 

form of an average absolute percentage of residual. The MAPE calculation can be written as follows. 

𝑀𝐴𝑃𝐸 =
∑ |

𝑌𝑡−𝑌̂𝑡

𝑌𝑡
× 100%|𝑛

𝑡=1

𝑛
 

with 𝑛 is the amount of data or observations 𝑌𝑡 is the actual data and 𝑌̂𝑡 is the data forecast results. The best 

model is the model that has the smallest MAPE value [14]. The interpretation of the MAPE value is as 

follows [20]. 
Table 1 Interpretation of the MAPE Value 

MAPE (%) Interpretation 

< 10 Highly accurate prediction (HAP) 

10-20 Good prediction (GPR) 

20-50 Reasonable prediction (RP) 

>50 Inaccurate prediction (IPR) 

 

 

2.4   Data Source 

The data used in this study are primary data, namely data on salinity (𝑦1) and sea water temperature 

(𝑦2) on the coast of Tlesah Tlanakan Pamekasan taken for 5 months (every 2 days) in October 2021-February 

2022 with a total of 76 data. Data consisting of 65 data in sample (training) and 11 data out sample (testing). 

The in sample data used for the model formation process is data for the period 1 to 65, while the out sample 

data is used to evaluate the prediction results is the data period 66 to 76 
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3. RESULTS AND DISCUSSION 

3.1. Descriptive Statistics 

Analysis of the data can be seen in Table 2 below. 

Table 2. Descriptive Statistics of Salinity and Seawater Temperature 

 Variance mean Stands. Deviation Minimum Maximum 

Salinity 5.24 28.39 2.29 23.20 32.80 

Temperature 3.78 32.26 1.94 27.10 37.00 

Based on Table 2, it is known that the average salinity of seawater on the coast of Tlesah Village is 

28.39. The maximum value is 32.80, while the minimum value is 32.20 with a standard deviation of 2.29 and 

a variance of 5.24. Meanwhile, sea water temperature has an average value of 32.26, a maximum value of 

37.00, while minimum value 27.10 with a standard deviation of 1.94 and a variance of 3.78. 

 

3.2. Parametric Modeling Based on VAR Analysis 

a. Data Stationarity Test 

Stationarity test can be done with the ADF test. Based on the calculation of the stationary test with the 

ADF test using the R program, the p-value for salinity data is 0.0478 and temperature is 0.0486 (> 0.01). 

Therefore, it can be said that the data is not stationary. Because the data is not stationary, differencing is 

performed. 

Unit root test on data which after differencing produces p-value less than 0.01 with the same hypothesis 

as the previous test, then it is concluded that the data 𝑦1 (salinity) and 𝑦2 (temperature) after first differencing 

is stationary. 

b. Autoregressive Vector Lag Determination 

Lag length included in this test is from 1 to 8 because the data used is daily data (2 days) for 5 months. 

The length of this lag is considered sufficient to describe the data for that period. The AIC value can be seen 

in Table 3 below: 

Table 3 AIC Value Lag 1 to Lag 8 

Model AIC 

VAR(1) 3,593 

VAR(2) 3,151 

VAR(3) 3,169 

VAR(4) 3,156 

VAR(5) 3,211 

VAR(6) 3,216 

VAR(7) 3,192 

VAR(8) 3.186 

 

In Table 3, it can be seen the results of the identification of the smallest AIC value contained in VAR(2) 

which is equal to 3.151 so the VAR model used is second-order VAR or VAR (2). 

c. Granger Causality Test 

The result of the causality test in this study is that salinity has a causal relationship to sea water 

temperature by looking at the probability value of 0.003 which is smaller than 0.05 (𝛼) so that the decision is 

rejected 𝐻0. Meanwhile, seawater temperature does not affect or have a causal relationship to salinity because 

it has a failure to reject decision 𝐻0 because the probability value is 0.305 which is greater than 0.05  

d. Estimation of Model Parameters 

The VAR model used in this study is the 2nd order VAR or VAR (2). There are several model 

parameters that are not significant, because the p-value > 0.01. The insignificant parameters are 𝑏10, 𝑏12, 
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𝑏14, 𝑏20,  𝑏22and 𝑏24. The results of the estimation of the parameters of the VAR (2) model on the salinity 

and seawater temperature data can be seen in Table 4. 

 
Table 4 Parameter Estimation 

Parameter Estimate P-Value Significance 

𝑏10 0.003 0.992  

𝑏11 -0.902 4.12 ×10 -8 *** 

𝑏12 -0.274 0.147  

𝑏13 -0.589 0.0001 *** 

𝑏14 -0.187 0.301  

𝑏20 -0.045 0.857  

𝑏21 0.217 0.046 * 

𝑏22 -0.211 0.136  

𝑏23 0.380 0.0007 *** 

𝑏24 -0.086 0.521  

*** : significant at 0.01 . level 

** : significant at 0.05 . level 

 

The model formed is a model that is estimated using the least squares method and the following 

equation is obtained: 

𝑦̂1 =  0,003 − 0,902𝑦1𝑡−1 − 0,274𝑦2𝑡−1 − 0,589𝑦1𝑡−2 − 0.187𝑦2𝑡−2 

𝑦̂2 = −0,045 + 0,217𝑦1𝑡−1 − 0,211𝑦2𝑡−1 + 0,380𝑦1𝑡−2 − 0,086𝑦2𝑡−2 

Model has good criteria with MSE value of 5.086 and MAPE of 1.642. The 𝑅2 model value is 0.463. 

e.  Model Verification 

After estimating the parameters, the next step is to verify the model to see if the model is feasible or 

not to be used. In this stage the test used is the Pormentau test. The p-value in the Pormentau test is 0.125. 

This value is greater than 0.05, so it can be interpreted that the VAR (2) model meets the assumption of White 

noise or is suitable for predicting salinity and seawater temperature data. 

 

3.3. Biresponse Fourier Series Estimation  

a. Sine  

Nonparametric regression with Fourier series estimation has an oscillation parameter (𝒌). The optimum 

𝒌 value is used to form the model and is determined based on the minimum GCV value. GCV values of some 

𝒌 values with a sine base can be seen in Table 5. 

Table 5. GCV Values with Sine Base 

𝒌 GCV 

5 6.677× 102 

6 2.841× 102 

7 1.095× 102 

8 2.885× 101 

9 1.153× 1021 

10 3.661× 10-1 

11 25.470× 101 

12 1.096× 10-2 

13 1.899× 10-2 

14 3.274× 102 

15 8.630× 10-2 

 

Based on Table 5, the minimum GCV value or optimum 𝑘 is found in the 12th 𝑘, which is         1.096 × 102. 

Based on the optimum value of the oscillation parameter (𝑘), which is 12, an estimator model with a 𝑘 of 12 

was obtained. By substituting the estimated value of the parameter, it gets a nonparametric regression model 

as follows. 
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𝑦̂𝑖1 = 24.197 + 0.111𝑡𝑖1 − 4.209 sin  𝑡𝑖1 − 5.732 sin 2 𝑡𝑖1…+ 2.040 sin  12𝑡𝑖1 

𝑦̂𝑖2 = 33.015 − 0.019𝑡𝑖2 − 0.244 sin  𝑡𝑖2 + 0.539 sin 2 𝑡𝑖2 +⋯+ 0.419 sin  12𝑡𝑖2 

This model has a goodness criterion with a GCV value of 1.096× 10-2, an MSE of 1.265 and a MAPE of 

4.602. The value of the coefficient of determination of the model is 0.730. 

b. Cosine Base 

The GCV values of some 𝑘 values with a cosine base can be seen in the following Table 6. 

Table 6 GCV Values with Cosine Base 

𝒌 GCV 

1 1.838× 106 

2 1.786× 106 

3 1.707× 106 

4 1.623× 106 

5 1.543× 106 

6 1.548× 106 

7 1.482× 106 

8 1.428× 106 

9 1.359× 106 

10 1.442× 106 

 

Based on Table 6, the minimum GCV value or optimum k is found in the 9th 𝑘, which is 1,359× 106. Based 

on the optimum value of the oscillation parameter (𝑘), namely 9, an estimator model with 𝑘 of 9 was obtained. 

By substituting the estimated value of the parameter, it gets a nonparametric regression model as follows. 

𝑦̂𝑖1 = 30.012 − 0.042𝑡𝑖1 + 0.575cos  𝑡𝑖1 − 0.630cos 2 𝑡𝑖1 +⋯+ 0.287 𝑐𝑜𝑠 9𝑡𝑖1 

𝑦̂𝑖2 = 32.879 − 0.015𝑡𝑖2 + 0.191𝑐𝑜𝑠 𝑡𝑖2 + 0.462cos 2 𝑡𝑖2 +⋯− 0.515 𝑐𝑜𝑠 9𝑡𝑖2 

This model has a goodness criterion with a GCV value of 1.359 × 106, an MSE of 0.896 and a MAPE of 

4.318. The value of the coefficient of determination of the model is 0.540. 

c. Sine and Cosine Bases 

The GCV values of some k values with a sine and cosine base can be seen in the following Table 7. 

 
Table 7 GCV Values with Sine and Cosine Bases 

𝒌 GCV 

30 2.225 × 103 

31 1.157 × 102 

32 1.759 × 10-7 

33 2.942 × 10-5 

34 1.207 × 103 

35 1.704 × 10-5 

36 1.757 × 105 

37 1.042 × 10-5 

38 1.455 × 10-4 

39 2.079 × 102 

40 1.359 × 106 

Based on Table 7, the minimum GCV value or optimum k is found in the 32nd 𝑘, which is       

1.759 × 107. Based on the optimum value of the oscillation parameter (𝑘), which is 32, an estimator model 

with 𝑘 of 32 was obtained. By substituting the estimated value of the parameter, it gets a nonparametric 

regression model as follows. 

𝑦̂𝑖1 = 3.566 + 0.024𝑡𝑖1 + 3.208cos  𝑡𝑖1 +⋯− 1.47 𝑐𝑜𝑠 32𝑡𝑖1 − 4.165 sin  𝑡𝑖1 +⋯ − 2.331 sin  32𝑡𝑖1 

𝑦̂𝑖2 = 3.4307 − 6.0309𝑡𝑖2 + 1.520𝑐𝑜𝑠 𝑡𝑖2 +⋯+ 0.507𝑐𝑜𝑠 32𝑡𝑖2 + 1.494 sin  𝑡𝑖2 +⋯+ 8.370 sin  32𝑡𝑖2 

This model has a goodness criterion with a GCV value of 1.759375×10-7, MSE of 1.191 and MAPE of 

4.179. The value of the coefficient of determination of the model is 0.999. 
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3.4. Comparison of the Best Models For Seawater Salinity and Temperature Prediction  

After obtaining the VAR model and nonparametric regression of the Fourier series of cosine and sinus 

bases, the next stage is to carry out the selection of the best model to be used. Model selection is carried out 

by looking at indicators, namely MSE, coefficient of determination and MAPE. A better model is one with 

the smallest MSE and MAPE values and the largest coefficient of determination. The MSE, MAPE and 

coefficients of determination values of the two selected models can be seen in table 8 below. 

 
Table 8 Comparison of VAR and Fourier Series Biresponse Estimates 

Estimations MSE 
Coefficients of 

Determination 
MAPE 

VAR 5.086 0.463 1.642 

Series Fourier 

Biresponse  Sine 

Base 

1.265 0.730 4.602 

Series Fourier 

Biresponse  Cosine 

Base 

1.896 0.540 4.318 

Series Fourier 

Biresponse  Sine 

and Cosine Bases 

1.191 0.999 4.179 

 

Based on Table 8 it can be seen that between var models and nonparametric regressions of the fourier 

series of the base of the sine and cosine, the best model is the nonparametric regression of the biresponse of 

the Fourier series of the base of the sinus and the cosine with oscillation parameter 32, MSE is 1.191, 

coefficient of determination is 0.999 and MAPE is 4.179. 

 

3.5. Prediction of Salinity and Seawater Temperature Using the Best Model 

Based on the results of the comparison, the best model selected was the estimation of the Fourier series 

of sine and cosine bases with oscillation parameter 32. The prediction results with the model have a MAPE 

value of 0.00496 and a coefficient of determination of 100%. The comparison plot of data out sample 

prediction of salinity and seawater temperature can be seen in Figure 1a and Figure 1b below. 

 

 

 

(a) (b) 

Figure 1 a) Comparison of out sample data values and salinity prediction results b) Comparison of out sample 

data values and seawater temperature predictions 

 

Based on Figure 1a and 1b, it can be seen that the results of the prediction of salinity and seawater 

temperature using Fourier series biresponse estimates with a sine and cosine base are very close to the out 

sample data values in the period 66 to 76. 

 

 

 

23
23.5

24
24.5

25
25.5

26
26.5

27
27.5

28
28.5

29
29.5

30
30.5

31

66 67 68 69 70 71 72 73 74 75 76

out sample prediksi
29

29.5

30

30.5

31

31.5

32

32.5

33

33.5

34

34.5

35

66 67 68 69 70 71 72 73 74 75 76
out sample prediksi



BAREKENG: J. Math. & App., vol. 16 no. 4, pp. 1465-1476, December, 2022 1475 

 

 

4. CONCLUSION 

From this study, it can be concluded that several estimation models were obtained to predict the salinity 

and temperature of seawater, namely VAR of order 2 or VAR(2), nonparametric regression of the Fourier 

series of sine bases with 12 oscillation parameters (𝑘), cosine bases with 9 oscillation parameters (𝑘), and 

sine and cosine bases with 32 oscillation parameters (𝑘). The best model selected was a nonparametric 

regression of the Fourier series of sine and cosine bases with predictive results having a MAPE value of 

0.00496 and a coefficient determination of 100%. 
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