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ABSTRACT 

Article History: 
In this research, the face painting recognition of Papua and Papua New Guinea was identified 

using the Convolutional Neural Network (CNN). This CNN method is one of the deep learning 

that is very well known and widely used in face recognition. The best training process model is 

obtained using the CNN architecture, namely ResNet-50, VGG-16, and VGG-19. The results 

obtained from the training model obtained an accuracy of 80.57% for the ResNet-50 model, 

100% for the VGG-16 model, and 99.57% for the VGG-19 model. After the training process, 

predictions were continued using architectural models with test data. The prediction results 

obtained show that the accuracy of the ResNet-50 model is 0.70, the VGG-16 model is 0.82, and 

the VGG-19 model is 0.83. It means that the CNN architectural model that has the best 

performance in making predictions in identifying the recognition of Papua and Papua New 

Guinea's face painting is the VGG-19 model because the accuracy value obtained is 0.83. 
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1. INTRODUCTION 

Face painting is an essential part of traditional processions in Papua. When traditional events, such as 

wearing traditional clothes, face painting complements traditional makeup [1]. Face painting is found in 

Papua and other areas such as Papua New Guinea (PNG), where face painting is also an essential part of 

traditional processions. The close geographical location of Papua and Papua New Guinea means there are 

similarities in customs and culture as well as face painting.  

Face Painting is a painting that is used only on the face as a medium or place to be painted [2]. The 

liquid or paint used in this face painting uses essential ingredients that come from nature. For example, to get 

black, one can use liquid squid ink or charcoal. Apart from that, to get a white color, one can also use lime 

mixed with water [1]. 

Along with the rapid development of technology, one computer vision technology can identify images 

which will then be categorized into several predetermined classes called image recognition. This image 

recognition can determine what is contained in the image, and then it will be classified based on a difference 

between one image and another. In this study, the introduction of facial painting images will be carried out.  

After reviewing several studies, several studies have relevance to the research carried out. The first 

research is a study by [3] to identify seven primary human emotions: anger, disgust, fear, happiness, sadness, 

surprise, and neutrality. The architecture used for CNN is VGG-16 and ResNet-50. The second research that 

has been reviewed is conducted by [4] using the Convolutional Neural Network (CNN), which aims to 

classify traditional food images along with the development of the era. In this digital era, taking photos before 

eating and uploading them to social media is a lifestyle today. Subsequent research was carried out by [5] 

using the CNN model based on Transfer Learning which was developed to compare different approaches 

between VGG-16 and ResNet-50 to see if there are diseases in plants where plant diseases are one of the 

biggest threats in agriculture.  

Another related study was conducted by [6] using three CNN architectures, namely VGG 16, ResNet-

50, and SE-ResNet50. A comparison was made of the three architectures to detect seven human facial 

expressions, namely: anger, disgust, contempt, fear, happiness, and sad. Another related study was conducted 

by [7] using the CNN architecture to show that tattooing and face painting affected all modules tested, 

especially for images with large face areas covered with tattoos or painting. In addition, there was also 

research conducted using the Convolutional Neural Network (CNN) architecture, designed a system capable 

of detecting microscopic images of blood containing malaria parasites, carried out by [8]. Thus, even though 

there are similarities in the methods used by previous researchers with the research that will be carried out, 

given the different subjects, objects, and places of research, the research on the Identification of the 

Recognition of Papuan and Papua New Guinean Face Paintings used a Convolutional Neural Network with 

architectures of ResNet-50, VGG-16, and VGG-19 needs to be done. 

 

 

2. RESEARCH METHODS 

In this research, an introduction to Papua and Papua New Guinea (PNG) face painting was carried out 

using a deep learning method, namely the Convolutional Neural Network (CNN). CNN is used because this 

method is the best in terms of accuracy in image recognition. The data was obtained from Google and social 

media, which were collected with the keywords "Papuan customs" and "ethnic Papua New Guinea." The data 

used were photos with a focus on the face in the painting. The data included photos from two places: Papua 

and Papua New Guinea (PNG). The data collected were 155 for Papua and 155 for Papua New Guinea. Then, 

the data obtained were processed into 75% training data and 25% test data for each of the two classes, namely 

Papua and Papua New Guinea. Figure 1, which is shown below, is one of the data or photos used in the study.  
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(a) 

 
(b) 

Figure 1. An example of data (a) Photographs of Papua Face Paintings, (b) Photographs of Papua New 

Guinean Face Paintings 

 

This research was conducted using the Python programming language on Google Colaboratory, or 
what is often known as Google Colab. In this research, Google Colab provides free GPU (Graphics Processing 
Unit) access to speed up the process with deep learning libraries. 
 

2.1 Convolutional Neural Network 

One of the most well-known and often-used neural network methods is the Convolutional Neural 

Network or CNN. In processing high-dimensional data such as images or videos, CNN is very capable of 

processing them. Similar to neural networks, in general, the way CNN works has the most crucial difference: 

using a 2-dimensional or high-dimensional kernel for each unit in the CNN layer to be convolved [9]. CNN 

is one of the deep learning algorithms that utilize local spatial coherence in the input image, which allows it 

to have less weight because several parameters are used together [10]. Images being objects used in CNN in 

mathematical terms are referred to as tensors. The more familiar terms related to tensors are vector and matrix. 

For example, 𝑥 ∈ 𝑅𝐻×𝑊×𝐷 is a 3rd order tensor with an 𝐻𝑊𝐷 element, where 𝐻 is height, 𝑊 is width, and 𝐷 

is depth and each is indexable (𝑖, 𝑗, 𝑑), with 0 ≤ 𝑖 < 𝐻, 0 ≤ 𝑗 < 𝑊 and 0 ≤ 𝑑 < 𝐷. Convolutional Neural 

Network consists of several layers as follows: 

 

Convolution Layer 

This convolution layer is a special kind of linear operation. Convolution is a mathematical operation 

used in image processing. The mathematical operation in question is by shifting the Kernel matrix over the 

input matrix and applying the output function as a feature map of the input image. The convolution operation 

is written with the following formula: 

𝑠(𝑡) =  (𝑥 ∗ 𝑤)(𝑡)       (1) 

The function s(𝑡) returns one output which is a feature map. The first argument is input (x) and the 

second argument is kernel or filter (w). Considering the input as a 2D image, we can treat t as pixels and 

replace them with i and j [9]. Therefore, operations involving input from one or more dimensions can be 

written as: 

𝑆(𝑖,𝑗) = (𝐼 ∗ 𝐾)(𝑖,𝑗) −  ∑ ∑ 𝐼(𝑖−𝑚,𝑗−𝑛)𝐾(𝑚,𝑛)𝑛𝑚   (2) 

 

The following shows Figure 2 which is the convolution process carried out in Equation (2). 
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Figure 2. Convolution Process [11] 

 

Kernels with a certain length and height (pixels) are formed from neurons in the convolution layer. 

The filter or kernel will be shifted in all parts of the image. The multiplication operation will be performed 

between the input and the kernel or filter. 

 

 
Figure 3. Input matrix multiplication and filter or kernel operation 

 

 This convolution process aims to extract features from the input image and produce a linear 

transformation of the input data that matches the information in the data. The output dimensions of the feature 

maps were calculated using the following formula: 

𝑜𝑢𝑡𝑝𝑢𝑡 𝑓. 𝑚𝑎𝑝𝑠 =  
𝑊−𝑁+2𝑃

𝑆
+ 1      (3) 

note: 

W= input size 

N = filter size 

P = zero padding 

S = stride 

 

Reactified Linear Unit (ReLU) Activation 

There is also a non-linear activation function called Reactified linear unit or ReLu. ReLu is often 

known as a non-linearity function in neural networks [4]. The ReLU activation function serves to replace the 

output result from the convolution layer, which has a negative value to zero, and if it is positive, the output 

will be equal to the value of the activation function [12]. 
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Figure 4. Graph of the ReLU activation function [9] 

 

Compared to other activation functions, such as sigmoid and tanh, ReLU has advantages. Namely, it 

can speed up the configuration process carried out with Stochastic Gradient Descent (SGD), 

 

Pooling Layer 

The function of this pooling layer is to reduce the number of parameters with down-sampling 

operations [5]. Therefore, it can speed up the computing process. It aims to reduce the occurrence of 

overfitting. The pooling layer consists of two types, namely Average Pooling and Max Pooling. Kernels with 

size n x n (2 x 2), in which the maximum value is taken, are referred to as max-pooling, and kernels with size 

n x n whose average value is taken are referred to as average pooling. 

 

 
Figure 5. Differences between Max Pooling and Average Pooling operations 

 

Fully Connected Layer 

The layer formed due to the convolution process is called the fully connected layer. The fully connected 

layer is used to perform transformations on data so that data can be classified linearly [13]. The fully 

connected layer consists of several layers: the hidden layer, activation function, output layer, and loss 

function. This layer is generally located at the end of the CNN architecture, which is represented as a matrix 

multiplication with vector addition and implementing a non-linear function as follows: 

𝑦 = 𝑓(𝑊𝑇𝑥 + 𝑏)     (4) 

 

where y is defined as an output vector that has a function of W which is a simple matrix that has weights 

connected to each other between units and then multiplied by x as the input vector [9]. 
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2.2 Convolutional Neural Network Architecture Models  

There are three CNN architectures used in this study, namely VGG-16, ResNet-50 and VGG-19. 

 

Residual Network (ResNet-50) 

Residual Networks stands for ResNet-50, a smaller version of ResNet-152. ResNet-50 is often used as 

a starting point for transfer learning. One of the reasons for using ResNet-50 is that it won first place in the 

2015 ILSVRC classification competition with a top-5 error rate of 3.57%, won first place in the 2015 COCO 

and ILSVRC competitions in ImageNet Detection, ImageNet localization, Coco detection, and Coco 

segmentation [14]. It replaced the position of VGG-16, which was previously the best model. 

 

 
Figure 6. Architecture of ResNet-50 

 

Visual Geometry Group   

In the Visual Geometry Group, the VGG-16 and the VGG-19 models are the most frequently used 

model. These models are the best-performing models in the VGG-Net family. The VGG-16 model, for 

example, won 1st and 2nd place in the above categories at the 2014 ILSVRC challenge, where the ImageNet 

Large Scale Visual Recognition Challenge (ILSVRC) is an annual computer vision competition. The VGG-

Verydeep-16 CNN model is a pre-trained CNN model released by the Oxford VGG group. The architecture 

of the VGG-16 model is shown in Figure 7 below. VGG-16 consists of 16 layers [3]. 

 

 
Figure 7. Architecture of VGG-16 

 

Apart from VGG-16, the Visual Geometry Group also has another architectural model called VGG-

19. The VGG-19 architectural arrangement is shown in Figure 8 below. 

 

 
Figure 8. Architecture of VGG-19 
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2.3 Loss Binary Cross Entropy Function 

The loss function often measures how well the prediction model predicts the expected results. In 

Machine Learning, the loss function consists of three parts. The first is the loss function for binary 

classification and the loss function for multi-class. In this research, we used the loss function for binary 

classification, or what is known as the binary cross entropy loss function. Mathematically, the cross entropy 

loss function is formulated as follows: 

𝑙𝑜𝑠𝑠 =  −
1

𝑁
∑ 𝑦𝑖 ∙ 𝑙𝑜𝑔𝑦�̂� + (1 − 𝑦𝑖) ∙ log (1 − 𝑦�̂�)

𝑁
𝑖=1    (5) 

 

where 𝑦�̂� is the predicted value, yi is the corresponding target value and N is the amount of data.  

 

2.4 Confusion Matrix 

A confusion Matrix is a table used in measuring performance in classification. Table 1 is a confusion 

matrix table consisting of four terms representing the classification process results. These terms are True 

Positive (TP), False Positive (FP), False Negative (FN), and True Negative (TN). TP means positive data that 

has a truth value or is detected correctly. FP means data that is classified as wrong but detected positive. TN 

means that the detected negative data is correct. FN means that all predicted and actual data values are wrong. 

 
Table 1. Confusion Matrix 

Actual Values 

Positive Negative 

P
re

d
ic

te
d
 V

al
u
es

 

Positive TP FP 

Negative FN TN 

 

Accuracy 

 Accuracy shows the accuracy of a model in carrying out the classification correctly or, in other words, 

the closeness of the prediction with the model to its original state or actual value. Calculating accuracy is 

dividing the total number of correct prediction results by the total predicted data. The equation can be seen 

in Equation (6) [15]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝑇𝑁 +𝐹𝑁
 × 100%    (6) 

Precision 

 Precision means the comparison between the TP (True Positive) value and the total amount of data. 

Therefore, it is formulated as follows: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃 
      (7) 

Recall 

 Recall means the predicted precision value which is relevant to the original data. Recall is calculated by 

comparing TP to the number of TP and FN. It is formulated as the following equation. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
      (8) 
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F-Measure 

 F-Measure uses precision and recall values. The calculation to find the F-Measure or f1-score can be 

seen in the following equation 

𝑓1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×𝑅𝑒𝑐𝑎𝑙𝑙

𝑇𝑃+𝐹𝑃+𝑇𝑁+ 𝐹𝑁
    (9) 

 

 

3. RESULTS AND DISCUSSION 

3.1. The Results of Data Training Process  

Model ResNet-50 

This analysis shows the results of the data training process by training the CNN model used to 

distinguish between Papuan and Papua New Guinean face paintings easily. The models were compiled using 

the Adam optimizer, binary cross entropy loss function, and 200 epochs or iterations. The early stopping 

function was used, which means the model stopped training after the 100th iteration. In the ResNet-50 model 

training process, the training process stopped at the 102nd iteration. The following table shows the accuracy 

and loss values of the ResNet-50 model from the train and validation data. The table is a table of accuracy 

and loss for the ResNet-50 model. 

 
Table 2. The Results of Accuracy and Loss from the ResNet-50 Data Train Model 

Epochs 
Train Data  Validation Data  

Accuracy Loss Accuracy Loss 

10 0.6838 0.6099 0.6316 0.6434 

20 0.5769 0.7203 0.5263 0.6966 

30 0.6880 0.6002 0.6316 0.6237 

40 0.6795 0.6221 0.6579 0.6441 

50 0.7308 0.5283 0.6711 0.6181 

60 0,7607 0.5022 0.6974 0.6037 

70 0.7778 0.4986 0.6842 0.6272 

80 0.7222 0.5570 0.5789 0.7560 

90 0.4973 0.7735 0.6711 0.6261 

100 0.7393 0.4961 0.6579 0.7044 

 

Based on the Table 2 above, the accuracy of the data train from the ResNet-50 model is around 70%. 

Next, a graph of the accuracy and loss results with the CNN ResNet-50 model is shown in Figure 9, with 

100 epochs for the train data and validation data. 

 

 

 
(a) 

 

 
(b) 

 
Figure 9. (a) The Graph of ResNet-50 Model Loss Value, (b) The Graph of ResNet-50 Model Accuracy Value 

 



BAREKENG: J. Math. & App., vol. 17(1), pp. 0211-0224, March 2023.     219 

 

Figure 9 shows the loss and accuracy plots for the train and validation data in figures (a) and (b), 

respectively. In Figure 9 (a), the loss value for the training data tends to decrease from the first epoch and is 

not constant. It is similar to the loss value for validation data. Figure 9 (b) shows the accuracy value for the 

training and validation data. The graph shows that the accuracy value for the up and down train data is the 

same as the accuracy of the validation data. 

In this training process, Early Stopping was also used as a strategy to stop the training process when 

the difference in performance between training and validation has exceeded the specified limits. Early 

stopping is also used to prevent overfitting. The training data results use early stopping. The training process 

stops at the 102nd epoch or iteration after passing 100 of the 200 epochs used during the model training 

process. The higher the epoch or iteration used in the training process, the better the accuracy value of the 

architectural model. 

 

Model VGG-16 

The training process with the VGG-16 model used the Adam optimizer, loss binary cross entropy 

function, and 200 epochs or iterations were carried out. The early stopping function was used, which means 

the model would stop training after the 100th iteration. In the ResNet-50 model training process, the training 

process stops at the 102nd iteration. The following table shows the accuracy and loss values of the VGG-16 

model from the train and validation data. The table is a table of accuracy and loss for 100 epochs. 

 
Table 3. Accuracy and loss results from the VGG-16 model train data 

Epochs 
Train Data  Validation Data  

Accuracy Loss Accuracy Loss 

10 0.9359 0.1775 0.8158 1.0128 

20 0.9915 0.0248 0.8421 1.0940 

30 0.9701 0.0790 0.8026 1.3387 

40 0.9915 0.0086 0.8289 1.4302 

50 0.9915 0.0259 0.8026 1.3599 

60 0.9957 0.0102 0.8158 1.6557 

70 1 0.0081 0.8421 1.1865 

80 0.9957 0.0061 0.8421 1.3910 

90 0.9872 0.0314 0.8421 1.7319 

100 1 0.0063 0.8158 1.8956 

 

 

The training process obtained accuracy and loss values on the training and validation data for the VGG-

16 model. It can be seen that the accuracy of the VGG-16 model is already high for the train data. After 

getting the accuracy of this training process, the VGG-16 model was evaluated to obtain the accuracy shown 

in Table 3. In the following, one can see the accuracy and loss graphs for the training and validation data 

with 100 epochs or iterations 

 

 
(a) 

 
(b) 

Figure 10. (a) The Graph of VGG-16 Model Loss Value, (b) The Graph of VGG-16 Model Accuracy 

Value 
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Figure 10 shows the accuracy and loss for the VGG-16 model training process. Figure 10 (a) shows 

the train and validation data loss. The loss for the train data tends to decrease from the first to one hundred 

epochs. On the contrary, the loss of validation data increases from the first epoch. Whereas in Figure 10 (b), 

the accuracy of the train data is seen to reach 100%, compared to the accuracy for the validation data, which 

fluctuates and tends to be constant. In the training process of the VGG-16 model, early stopping was used as 

a benchmark that the training process would stop when the training process had passed the 100th epoch or 

iteration of the 200 epochs or iterations that had been carried out. 

 

Model VGG-19 

Furthermore, in the training process, the VGG-19 model uses the Adam Optimizer, binary cross 

entropy loss function, and epochs or iterations of 200 epochs were carried out. The following table shows the 

accuracy and loss values of the VGG-19 model from the train and validation data. The table below is a table 

of accuracy and loss for 100 epochs. 

 
Table 4. The results of Accuracy and loss from the VGG-19 model train data 

Epochs 
Train Data  Validation Data  

Accuracy Loss Accuracy Loss 

10 0.9744 0.0649 0.8553 0.7251 

20 0.9786 0.0367 0.8158 0.8102 

30 0.9701 0.0940 0.8421 0.8644 

40 0.9915 0.0180 0.8421 0.7600 

50 0.9957 0.0128 0.8421 0.7412 

60 0.9829 0.0839 0.7895 1.5057 

70 0.9701 0.0700 0.8553 0.8615 

80 1 0.0041 0.8684 0.7850 

90 1 0.0066 0.8026 0.8186 

100 0.9915 0.0232 0.7368 1.8979 

 

Based on Table 4, the accuracy of the train data is higher than the accuracy of the validation data. The 

accuracy and loss that had been obtained are displayed in graphical form according to Figure 11 below. 

 

 

 
(a) 

 
(b) 

Figure 11. (a) The Graph of VGG-19 Model Loss Value, (b) The Graph of VGG-19 Model Accuracy 

Values 

 

Figure 11 shows a graph of the accuracy and loss of the VGG-19 architecture. The graph shows that 

the VGG-19 model has almost the same graphical results as VGG-16. Figure 11 (a) shows the loss for train 

data that goes down from the first epoch, but validation data tends to go up. Then, the accuracy of the train 

data that has increased from the first epoch was compared to the accuracy of the validation data, which tends 

to fluctuate. Early stopping is also used in the training process for the VGG-19 model, which means the 

training process will stop to prevent overfitting.  
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After the training process had been carried out for each CNN architectural model, it was followed by 

a model evaluation to obtain the best model. The evaluation model used the "model.evaluate()" function to 

obtain an accuracy value from the train data. Table 5 shows the accuracy and loss values of the CNN model 

training process using the train data from the evaluation results of the CNN architectural model. 

 
Table 5. The Results of Accuracy and loss train data from the evaluation model 

 Accuracy Loss 

ResNet-50 0.8077 0.4654 

VGG-16 1 6.5573e-04 

VGG-19 0.9957 0.0088 

 

Table 5 shows the accuracy and loss values from the model evaluation results using train data. The 

training data and model evaluation results show that the VGG-16 architectural model has a better level of 

accuracy than the ResNet-50 and VGG-19 models. It means that the VGG-16 model has better accuracy in 

distinguishing between Papuan and Papua New Guinean (PNG) face paintings in the training process. In 

addition to the results of accuracy in the training and evaluation process, predictions were made to obtain 

accuracy values in order to see the performance of each model, which can be shown in Table 6. 

 

3.2 Prediction Results 

After carrying out the training process using the train data, the model was then predicted with the 

"model.predict()" function using test data. Each architectural model was predicted. Then, the confusion 

matrix was obtained in Figure 12, Figure 13, and Figure 14 for each CNN architectural model. 

 

 
Figure 12. Confusion matrix from Model ResNet-50 

 

 
Figure 13. The confusion matrix of the VGG-16 model 
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Figure 14. Confusion matrix from Model VGG-19 

 

Figure 12, Figure 13, and Figure 14, which are the confusion matrix of each CNN architectural model, 

were continued by analyzing the prediction results to see the performance of each of these models. The 

performance of a good architectural model is shown in Table 6 for the predicted performance of each model 

of the CNN architecture. 

 
Table 6. Model performance based on prediction results with Papua and PNG test data 

Model Category Precision Recall f1-score Accuracy 

ResNet-50 
PNG 0.76 0.58 0.66 

0.70 
Papua 0.66 0.82 0.73 

VGG-16 
PNG 0.77 0.89 0.83 

0.82 
Papua 0.88 0.74 0.80 

VGG-19 
PNG 0.78 0.92 0.84 

0.83 Papua 0.90 0.74 0.81 

 

Table 6 is a prediction result to see the performance of each CNN architectural model. The table 

compares the precision, recall, and f1-score values of the two categories in the CNN architectural model. The 

accuracy value of the ResNet-50 model is 70%, VGG-16 is 82%, and VGG-19 is 83%. According to the 

accuracy results obtained, the performance of the CNN architectural model that can distinguish between 

Papuan and Papua New Guinean (PNG) face paintings is the VGG-19 model, with an accuracy of 83%. The 

VGG-19 model can better predict between Papuan and PNG face paintings. 

This painting of the faces of Papua and Papua New Guinea is a characteristic of the indigenous people 

when they wear traditional clothes in traditional events and traditional festivals. Papua New Guinea has a 

variety of unique cultures and rituals called "Sing Sing," where every tribe in Papua New Guinea gathers 

together to dance and play traditional musical instruments. Each tribe will paint their faces and bodies in 

bright colors and wear traditional clothing to showcase each other's culture, dance, and music. Similar to 

Papua, painting on the body is one of the cultural heritage. Apart from painting their faces for traditional 

events and cultural festivals, people also paint their bodies to unite with nature, such as using physical 

disguises for hunting in the wilderness. In particular, Papua has several indigenous tribes with various kinds 

of face-painting motifs that are often painted on faces. The motifs of the paintings also have their meaning. 

Face painting is a characteristic of customs and culture. For this reason, it is essential to maintain and 

preserve the customs and culture of each tribe in their respective areas because, as time goes by, cultural 

heritage is almost extinct. Therefore, this study uses the Convolutional Neural Network Architecture to 

identify Papuan face painting, a regional culture.  

Based on the results of this study, the best model results were obtained in recognition of Papuan and 

Papua New Guinean face painting after the training process and prediction results were carried out. The best 

model in the training process is the VGG-16 architectural model, and the best model in prediction is the VGG-

19 model. Based on the results obtained, previous research has been carried out by  [16] that study conducted 

a comparison of the Convolutional Neural Network architecture for fundus classification. In this study, two 

trials were carried out using CNN without gradient descent optimization. The results obtained from the two 
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trials obtained the VGG-16 and VGG-19 models as the best models in the study, with an accuracy of 89.3% 

in the first trial and 92.31% in the second stage trial. The same research was also carried out by [17]. In that 

study, an analysis of the performance of the Deep Learning VGG-19 model was carried out to detect COVID-

19. By using medical image data, it is obtained that the VGG-19 model has a better performance compared 

to other models such as VGG-16, InceptionV3, and DensNet121 because the VGG-19 model can classify 

COVID-19 cases and healthy cases. 

 

 
4. CONCLUSIONS 

By looking at the results of this study, it was concluded that it is possible to identify the recognition of 

the Face Paintings of Papua and Papua New Guinea using the ResNet-50, VGG-16, and VGG-19 architectural 

models. The VGG-19 model was obtained as the model that has the best performance in recognizing the face 

painting of Papua and Papua New Guinea, with a prediction accuracy of 0.83 which is higher than the ResNet-

50 and VGG-16 models. 
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