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ABSTRACT 

Article History: 
Mathematical decision-making ability is a complex cognitive process of finding problem 

solutions that is continuously explored and optimized for undergraduate students. The current 

research only focuses on the categorization on class score average into high, medium and low 

abilities. As a result, the lecturers do not have any standard categories to classify students’ 

abilities as a reference in planning supplementary learning that could optimize undergraduate 

students’ abilities. Therefore, the purpose of this study is to determine a classification model 

for undergraduate students' mathematical decision-making abilities that require supplementary 

learning based on the identification of the shortest distance of a new data from an existing data 

directory. The research method involved data mining techniques with the KNN classification 

model through the Knowledge Discovery in Database (KDD) process, starting from data 

selection, pre-processing, transformation, data mining and interpretation/evaluation [1]. A 

total of 100 data were used as research samples which were divided into training data and 

testing data. Based on the test results, it is obtained that the accuracy of the classification model 

is 95% for the parameter value k = 15, meaning that each predicted testing data for the 

classification class is close to the actual condition with the number of neighbors 15 data from 

the training data. 
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1. INTRODUCTION 

Problem solving ability is one of the crucial skills that students should acquire at all levels of education. 

At the tertiary education, in each type of field study the undergraduate students must be able to implement 

the knowledge to solve the problems in the real context. In the problem solving process, students identify all 

possible ways that close to precise and accurate which will be chosen to be used as a solution [2], [3]. The 

identification of these possibilities according to [4] is an important part of the decision-making ability 

function that absolutely exists in every problem-solving process. Decision-making ability is a complex 

cognitive process of finding problems solutions that require skills in selecting, navigating and evaluating 

alternative of solving the problem [5], [6]. By studying the decision-making process, undergraduate students 

have an opportunity to train mental and instincts judgments in making choices and evaluating solution paths 

according to the situation as accurately as possible [7], [8]. Weaknesses in making decisions impact on 

incorrect results, inappropriate use of resources and time, and failed achieving targets as the goal [9], [10]. 

On the other hand, having the power to make decisions provides the opportunities to minimize failure, being 

closer to achieve the goals, optimize time and increase organizational productivity of resources [11], [12]. 

Therefore, developing and optimizing students' decision-making abilities becomes an important position in 

the learning process, especially for learning mathematics. 

An important function of decision-making ability involves a variety of factors from undergraduate 

students that allow them to influence their decision-making abilities. The ideal decision-making process is 

related to the mental attitude of individuals in managing the information they receive to serve as 

rationalizations for determining the right alternative solutions from various aspects [13], [14]. As [15] 

mentioned this attitude is a derivative of personal control as an act of initiative to be consciously responsible 

for what he is facing. An attitude framework is known as self-directed learning which is defined by [16] as 

the process of individuals taking the initiative, with or without the help of others, in identifying learning 

needs, formulating learning objectives, selecting learning resources, using appropriate learning strategies and 

assessing the learning outcomes [17]. Self-directed learning has the potential to provide reinforcement for 

individuals in regulating and controlling the process of selecting problem solving in a rational, being directed 

and having responsible manner [18]. Therefore, the combination of undergraduate students' mathematical 

decision-making abilities and the self-directed learning is one of the efforts to synergize both skills. 

To develop and optimize mathematical decision-making abilities, the lecturers should be able to track 

the level of mathematical decision-making abilities of their students. This information is essential in planning 

the appropriate actions for students based on their ability. The teachers need to have action planning in the 

learning activities to regulate the fulfillment of student achievement standards and controlling strategies in 

realizing the learning objectives [19]. However, the existing research only focuses on categorization on class 

score average into high, medium and low abilities. According to [20] this category is too general and need to 

be specified from various aspects. Moreover, grouping data by only standardizing it on the class average does 

not guarantee those students' latent abilities can be explored [21]. As the undergraduate students change every 

year, the reference for the category of decision-making ability also altered. As a result, the lecturers do not 

have any standard categories to classify students' abilities as a reference in planning learning and determining 

which students needs supplementary learning. Therefore, classifying students' decision-making abilities is an 

essential task. 

The classification method is generally known as one of the techniques in the data mining to classify 

data based on data attachment to the data sample. The grouping process in data mining uses data references 

that have known groups or classes. Therefore, the data that does not have any group can be determined by a 

group through a comparison process with previously known data [22]. One of the algorithms in the 

classification technique that is commonly used is K-Nearest Neighbor (KNN). The KNN algorithm works 

based on the assumption that a data will have the same class or category as the data around [23]. The concept 

of the KNN algorithm is known as the neighboring concept, namely data that tend to be similar will be close 

to each other (similarity metric) [24]. The purpose of the KNN algorithm is to identify a number of k data 

objects called as training data that are closest to a given new data point  which called as testing data), then 

assign a class label to the new data point with the highest number of votes [25] . The training data is used to 

train the algorithm in finding the appropriate model, while the testing data is used to test and determine the 

performance of the obtained model. Near or far neighbors are calculated through distance formulas including 

Euclidean Distance and Manhattan Distance. Data grouping using data mining algorithms according to [26] 

not only provides categorization information but can find hidden patterns from a set of data. In addition, 

classification with data mining techniques can facilitate analysis but with sufficient detailed information and 
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time efficiency in determining decisions [27]. Thus, the KNN algorithm which is a classification technique 

in data mining can be used as a method of classifying student decision-making abilities as a reference for 

lecturers in determining supplementary learning. 

The study is a collaborative research which involves fields of education, psychology and Artificial 

Intelligence [28]. The research was initiated by the field of psychology related to cognitive process theory 

and practically developed in the field of education and supported by the field of AI to design and identify a 

system to determine patterns and predictions. Research that raises the implementation of KNN in the field of 

education has been known as Education Data Mining (EDM) for approximately two decades and is still an 

interesting theme to study. Several studies regarding the implementation of the KNN algorithm focuses on 

the main topic of predicting student learning outcomes based on their participation in online learning 

platforms [29]. Another research discuss the use of predictive techniques in the provision of teachers in higher 

education institutions to facilitate distance learning [30]. Furthermore, KNN as a classification system to 

recommend high school students in engineering study programs [31]. In addition, the KNN technique in 

measuring the performance of students who take online learning through pedagogical video interactions [32]. 

Different research describe the role of KNN in predicting students' level of understanding and practice when 

dealing with virtual laboratories [33]. In mathematics education, especially the mathematical decision-

making ability of students, the use of classification techniques using data mining is not widely used. 

Therefore, the results of this study are expected to contribute not only to the field of data mining but also to 

the field of mathematics education. 

Based on the advantages and opportunities for optimizing undergraduate students' mathematical 

decision-making abilities and considering the implementation of the KNN algorithm as a research method, 

the focus of this research is to determine the classification model of students' mathematical decision-making 

abilities that require supplementary learning in mastering the theory and practice of mathematical concepts 

based on the identification of the closest distance to a new data from an existing data directory. 

 

 

2. RESEARCH METHODS 

The research method for determining the KNN classification model with this data mining technique 

refers to the Knowledge Discovery in Database (KDD) process starting from data selection, pre-processing, 

transformation, data mining and interpretation/evaluation [1]. The KDD process can be seen in the illustration 

below. 

 

 
Figure 1. Illustration of the KDD Process [34] 

 

2.1 Research Subject 

The research subjects who participated in the study were 100 first-year undergraduate students who 
took the Calculus I course for the academic year 2020-2021 at Universitas Serang Raya. A number of research 
subjects were given an initial mathematical ability test containing diagnostic ability questions, a decision-
making ability test containing mathematics problems from topic Limit Function and in accordance with the 
decision-making ability indicators. At last, the undergraduate students were asked to fill out a self-directed 
learning questionnaire which included statements related to management and self-control. 

2.2 Research Instrument 
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The research instrument used to collect the data consists of three, namely the initial mathematical 

ability test, the decision-making ability test and the self-directed learning questionnaire. The initial 

mathematical ability test is consisting 15 diagnostic tests containing pre-calculus mathematics problems. 

Meanwhile, the mathematical decision-making ability test consist of 7 indicator questions related to the Limit 

Function material, and a self-directed learning questionnaire consisting of 22 statements divided into three 

self-directed learning indicators [35]. The three instruments were developed according to the research needs 

and based on the standard variable indicators. The results of developing instruments and validating process 

have been carried out previously and obtained a valid instrument; therefore, it can be used as a data collection 

tool [35]. 

 

2.3 Research Process 

Furthermore, the data obtained is processed through a series of KDD activities as illustrated in Figure 

1. At the data selection stage, which focuses on a subset of variables or data samples for the discovery process, 

the pre-processing stage is carried out to check for data inconsistencies and remove data duplication and 

select data as needed, the transformation stage focuses on the process of changing the data according to the 

data mining process and the algorithm used, the data mining stage covers the entire work of the algorithm in 

this study, and finally the interpretation/evaluation stage focuses on translating the patterns generated from 

data mining and checking the suitability of the patterns found with theory or facts in the field [36]. 

 

2.4 Data Mining Process 

 

The data mining process in this study uses the KNN algorithm which has a workflow starting from (1) 

determining the k parameters (nearest neighbors), (2) calculating the distance of the testing data to all existing 

training data using the Euclidean distance formula, (3) sorting the distances used formed, and (4) determine 

the closest distance to the sequence k and then pair the corresponding classes [37]. The work of KNN 

algorithm data mining in this study is assisted by a data science platform, namely the RapidMiner application. 

 

 

3. RESULTS AND DISCUSSION 

3.1. Data Selection 

The data used as a subset of variables in this study came from data on initial mathematical abilities, 

data on decision-making abilities, data on self-directed learning and data on student supplementary learning 

considerations. A total of 100 data from 100 research samples were obtained to be included in the data 

selection process. From the collected data, 80 data were used as training data and 20 data were used as testing 

data. The training data serves to train the algorithm to process the appropriate model and the testing data 

serves to check and evaluate the performance of the resulting model. Separation of training data and testing 

data to avoid overfitting is a training condition where the test results on the trained data are very good but 

tested by other data that are not used in training are very bad [38]. In addition, the data subset produced 9 

attributes ranging from serial numbers to student supplementary learning considerations as compiled in the 

sample dataset in Table 1. 

 
Table 1. Example of Student Ability Dataset 

No. Subject 

Decision Making 

Ability (PK) 

Early Mathematical 

Ability (KAM) 

Self-directed Learning 

(SDL) Ability 

Student 

Supplementary 

Learning 

Considerations Score 
Score PK Category Score Category CAM Score SDL Category 

1 S1 83 Medium 92 High 51 Low No Need 

2 S2 100 High 92 High 59 Medium No Need 

3 S3 83 Medium 76 Medium 85 High No Need 

4 S4 67 Low 88 High 82 High Need 

5 S5 83 Medium 72 Medium 58 Medium No Need 

6 S6 50 Low 72 Medium 44 Low Need 

7 S7 83 Medium 64 Medium 85 High No Need 
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No. Subject 

Decision Making 

Ability (PK) 

Early Mathematical 

Ability (KAM) 

Self-directed Learning 

(SDL) Ability 

Student 

Supplementary 

Learning 

Considerations Score 
Score PK Category Score Category CAM Score SDL Category 

8 S8 50 Low 64 Medium 90 High Need 

9 S9 50 Low 72 Medium 74 Medium Need 

10 S10 83 Medium 72 Medium 47 Low No Need 

 

3.2 Pre-processing 

From the 9 attributes produced, the attributes that are only directly related to the analysis process are 

the attributes of the decision-making ability category, the category of early mathematical ability, the category 

of self-directed learning ability and consideration of student supplementary learning. Meanwhile, the 

attributes of serial number, subject identity and the score of ability were not used in the subsequent analysis. 

 
Table 2. Example of Pre-processing Results of Student Ability Dataset 

Decision Making 

Ability (PK) 

Early Mathematical 

Ability (KAM) 

Self-directed Learning 

(SDL) Ability 

Student Supplementary 

Learning Considerations 

Medium High Low No Need 

High High Medium No Need 

Medium Medium High No Need 

Low High High Need 

Medium Medium Medium No Need 

Low Medium Low Need 

Medium Medium High No Need 

Low Medium High Need 

Low Medium Medium Need 

Medium Medium Low No Need 

 

3.2. Transformation 

Furthermore, the adjustment of the dataset with the algorithm used is K-Nearest Neighbor (KNN). The 

type of data that is processed in the KNN algorithm in this study is ordinal data. This is done as an effort to 

minimize data noise (the wrong data and outliers) [39]. For decision-making abilities, initial mathematical 

abilities and self-directed learning abilities, the data for the Low, Medium and High categories were converted 

into ordinal data into 1, 2 and 3. Meanwhile, for the consideration of supplementary learning, the category 

data needs and does not need to be changed into ordinal data into 1 and 2. 

 
Table 3. Example of the Transformation Result Student Ability Dataset 

Decision Making 

Ability (PK) 

Early Mathematical 

Ability (KAM) 

Self-directed Learning 

(SDL) Ability 

Student Supplementary 

Learning Considerations 

2 3 1 2 

3 3 2 2 

2 2 3 2 

1 3 3 1 

2 2 2 2 

1 2 1 1 

2 2 3 2 

1 2 3 1 

1 2 2 1 

2 2 1 2 

 
 

3.3. Data Mining 
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a. Determine the parameter k 

The value of the parameter k chosen for experimentation in this study is k = 15 and k = 25. This k value 

indicates the number of nearest neighbors which is the basis for grouping the testing data. 

 

b. Calculating the distance of testing data to all training data 

The formula used in calculating the distance between the testing data and the training data is Euclidean 

Distance. 

 

𝑑𝑖𝑠𝑡(𝑥1, 𝑥2) = √∑ (𝑥1𝑖 − 𝑥2𝑖)
2𝑛

𝑖=1       (1) 

Information: 

𝑑𝑖𝑠𝑡(𝑥1, 𝑥2)  = distance between objects 𝑥1𝑖and𝑥2𝑖  
𝑥1𝑖    = Testing data  

𝑥2𝑖    = Training data  

𝑛    = Data dimension 

 

The number of training data and testing data in this study were 80 and 20. In Table 4. the details of the 

distance from 5 testing data to 15 training data are shown as an example. 

 
Table 4. Examples of Euclidean Distance 5 Testing Data on 15 Training Data 

Subjec

t 

Decisio

n 

Making 

Ability 

Early 

Mathematica

l Ability 

Self-

directed 

Learnin

g Ability 

Supplementar

y Learning 

Consideration 

Euclidean Distance 

Test 1 Test 2 Test 3 Test 4 Test 5 

S1 

2 
3 

1 2 1 

1.73205

1 2 

1.73205

1 1 

S2 

3 
3 

2 2 2.44949 2.44949 1 

2.23606

8 

1.41421

4 

S3 

2 
2 

3 2 

1.41421

4 

1.41421

4 1 

1.73205

1 0 

S4 

1 
3 

3 1 

2.23606

8 

1.73205

1 0 

1.73205

1 1 

S5 

2 
2 

2 2 

1.41421

4 2.44949 

2.23606

8 

2.23606

8 

1.41421

4 

S6 

1 
2 

1 1 1 1 

1.41421

4 

1.41421

4 1 

S7 

2 2 3 2 

1.73205

1 

2.23606

8 

1.41421

4 

2.23606

8 1 

S8 

1 2 3 1 

2.23606

8 

1.73205

1 0 

1.73205

1 1 

S9 

1 2 2 1 

1.41421

4 

1.41421

4 1 

1.73205

1 0 

S10 

2 2 1 2 

1.73205

1 

2.23606

8 

1.41421

4 

2.23606

8 1 

S11 

3 2 2 2 

2.23606

8 

1.73205

1 0 

1.73205

1 1 

S12 

3 2 2 2 0 

1.41421

4 

2.23606

8 

1.41421

4 

1.41421

4 

S13 

1 2 2 1 1 

2.23606

8 2.44949 2 

1.73205

1 

S14 

2 2 3 2 2.44949 2.44949 1 

2.23606

8 

1.41421

4 

S15 

2 2 1 2 

2.23606

8 

1.73205

1 0 

1.73205

1 1 

 

c. Sort the distance formed 

Next, the distance of the testing data to the training data is sorted from the smallest distance value to the 

largest distance value. The following is an example of ordering the 1st testing data on 25 training data. 

 
Table 5. Example of Ordering the 1st Testing Data from 25 Training Data 
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Subject 

Decision 

Making 

Ability 

Early 

Mathematical 

Ability 

Self-directed 

Learning 

Ability 

Supplementary 

Learning 

Consideration 

Euclidean 

Distance 

Test 1 

S12 3 2 2 2 0 

S1 2 3 1 2 1 

S6 1 2 1 1 1 

S13 1 2 2 1 1 

S18 1 2 3 1 1 

S19 3 2 2 2 1 

S3 2 2 3 2 1.414213562 

S5 2 2 2 2 1.414213562 

S9 1 2 2 1 1.414213562 

S20 1 2 2 1 1.414213562 

S7 2 2 3 2 1.732050808 

S10 2 2 1 2 1.732050808 

S16 1 2 2 1 1.732050808 

S17 3 2 1 2 1.732050808 

S4 1 3 3 1 2.236067977 

S8 1 2 3 1 2.236067977 

S11 3 2 2 2 2.236067977 

S15 2 2 1 2 2.236067977 

S2 3 3 2 2 2.449489743 

S14 2 2 3 2 2.449489743 

S21 3 2 2 2 3.741657387 

S22 2 2 2 2 3.741657387 

S23 1 2 2 1 3.741657387 

S24 2 3 1 2 3.741657387 

S25 1 1 3 1 3.741657387 

 

d. Determine the closest distance to the order of k and pair the corresponding classes 

The next step is to collect the smallest distance that has been sorted based on the value of the parameter k 

determined by ranking the distance according to the number of nearest neighbors. As an illustration, the 1st 

testing data grouping is presented using the parameter value k = 15. 

 
Table 6. Grouping Testing Data 1 for Value k = 15 

Sorting 

Distance 

Euclidean 

Test 1 

Euclidean 

Distance 

Ranking 

Test 1 

Student 

Supplementary 

Learning 

Considerations 

Information The Final Result 

0 1 2 

Number of Labels 1 (Need) = 10 

Number of Labels 2 (No Need) = 5 
No Need 

1 2 2 

1 3 1 

1 4 1 

1 5 1 

1 6 2 

1.41421 7 2 

1.41421 8 2 

Number of Labels 1 (Need) = 10 

Number of Labels 2 (No Need) = 5 
No Need 

1.41421 9 1 

1.41421 10 1 

1.73205 11 2 
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1.73205 12 2 

1.73205 13 1 

 
Sorting 

Distance 

Euclidean 

Test 1 

Euclidean 

Distance 

Ranking 

Test 1 

Student 

Supplementary 

Learning 

Considerations 

Information The Final Result 

1.73205 14 2  

2.23606 15 1  

 

The same procedure was carried out for manual calculations of the 2nd testing data up to the 20th testing 

data on 80 training data, both for k = 15 and k = 25. After grouping the testing data based on neighboring 

values with two k parameters, the final results were obtained as presented in Table 7 for k = 15. 

 
Table 7. Test Results 20 Testing Data Determining Supplementary Learning with k = 15 

No. Subject 

Student Supplementary 

Learning (System) 

Considerations 

Student Supplementary Learning 

(Manual) Considerations 

k = 15 

Test Result 

1 S81 2 No Need 2 No Need Correct 

2 S82 1 Need 1 Need Correct 

3 S83 2 No Need 2 No Need Correct 

4 S84 2 No Need 2 No Need Correct 

5 S85 1 Need 1 Need Correct 

6 S86 2 No Need 2 No Need Correct 

7 S87 1 Need 1 Need Correct 

8 S88 2 No Need 2 No Need Correct 

9 S89 2 No Need 2 No Need Correct 

10 S90 1 Need 1 Need Correct 

11 S91 2 No Need 2 No Need Correct 

12 S92 2 No Need 2 No Need Correct 

13 S93 1 Need 1 Need Correct 

14 S94 2 No Need 1 Need Wrong 

15 S95 2 No Need 2 No Need Correct 

16 S96 1 Need 1 Need Correct 

17 S97 2 No Need 2 No Need Correct 

18 S98 1 Need 1 Need Correct 

19 S99 2 No Need 2 No Need Correct 

20 S100 1 Need 1 Need Correct 

 

e. Interpretation/Evaluation 

Furthermore, the interpretation and evaluation of the classification model is carried out by calculating the 

level of model accuracy based on the parameter value k = 15 using the Confusion Matrix. 

 

Table 8. Confusion Matrix k = 15 

Actual Data 
Classification Result Data 

NO NEED NEED 

No Need 11 1 

Need 0 8 

 

Based on Table 8 it is known that the True Positive (TP) or the number of positive data classified correctly 

by the system is recorded as many as 11 data. Then True Negative (TN) or the number of negative data 

classified correctly by the system is recorded as many as 8 data. While False Negative (FN) or the number of 

positive data but predicted to be negative by the system recorded 1 data and False Positive (FP) or the number 
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of negative data but predicted positive by the system recorded 0 data. From the results of the Confusion 

Matrix, the accuracy of the classification model performance can be calculated using the formula below. 

 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100%      (2) 

 

     =
11+8

11+8+0+1
× 100% =

19

20
= 0.95 × 100% = 95%  

 

Based on the calculation of the accuracy of the classification model performance obtained a value of 

95%. The accuracy describes the degree of closeness between the obtained value and the actual value. The 

higher the percentage of accuracy, the resulting classification model is closer to the actual condition. The 

same procedure, Confusion Matrix for parameter value k = 25 as presented in Table 9. 

 
Table 9. Confusion Matrix k = 25 

Actual Data 
Classification Result Data 

No Need Need 

No Need 7 1 

Need 4 8 

 

Referring to Table 9, it can be calculated the accuracy value of the classification model performance for k = 

25 which is 75%. This value indicates that the classification model with the number of closest neighbors 25 

can approach the actual condition by 75%. 

 

3.4. Discussion 

Based on the results of the experiments, the results of a classification model of students' mathematical 

decision-making abilities were obtained as the basis for determining the provision of supplementary learning 

in mastering the material both in theory and practice. The classification model built uses the KNN algorithm 

by experimenting with two k parameters, namely k = 15 and k = 25. Evaluation of the classification model 

using the Confusion Matrix shows that the accuracy level of the classification model performance is closest 

to the actual condition, which is 95%, when using the parameter k = 15. This means that each test data will 

have a predictable class classification with the number of neighbors 15 data from the training data. On this 

basis, it can be said that the test data located close to the 15 training data have similarities or proximity to 

each other. So that the test data for which the criteria are not known can finally be determined from the criteria 

for the 15 training data that appear the most. The KNN algorithm can process mathematical-based data to 

evaluate the value of existing criteria into a classification description [40]. The same thought was, the 

classification of KNN is based on unlabeled observations (test data) by assigning them to the most similar 

labeled sample class (training data) [41]. 

The data processed in this study, later called training data, are data on decision-making abilities, initial 

mathematical abilities and self-directed learning to be a consideration for determining the lecturers in 

providing supplementary learning to students. The training data has been tested through the KNN procedure 

with an accuracy of 95% for k = 15. The implication of the test results is that lecturers can see which data 

have similarities for further processing, not only in the context of giving additional classes but also analyzing 

the cognitive abilities of students in their groups or based on their neighbors. This is conveyed implicitly by 

[3] which states that the results of the KNN algorithm classification are not only limited to attaching labels 

to the test data according to the class in the training data but also explore other criteria from previously 

unknown test data. This fact, according to [42] can provide an opportunity to find a certain pattern or 

regularity from the data and ultimately become the basis of a prediction. 

The results obtained in this study provide the lecturers with an alternative way to consider giving 

learning treatment to groups of students who have been classified with the KNN algorithm. Since the 

performance of the classification model on the very good level, then it can be used as a framework for 

lecturers in classifying the students. Moreover, the classification model obtained could be a reference in 

predicting unknown classes as seen at Table 10. The Table 10 illustrates the test data with scores and 

categories of decision-making abilities, early mathematical abilities and self-directed learning. Therefore, the 

lecturers could predict whether undergraduate students with the criteria in Table 10 require supplementary 

learning or not by employing training data in a classification model using the KNN algorithm which already 

has very good model performance accuracy. 
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Table 10. New Test Data 

Subject 

Decision Making 

Ability (PK) 

Early Mathematical 

Ability (KAM) 

Self-directed Learning 

(SDL) Ability 

Student 

Supplementary 

Learning 

Considerations 
Score PK Category Score 

Category 

CAM 
Score SDL Category 

S1 67 Low 64 Medium 59 Medium ? 

 

In its development, the formed classification model can also provide information about the hidden 

criteria of one undergraduate student as well as know the similarity of the undergraduate students’ criteria 

with at least 15 other students who are neighbors in calculating KNN data. So that lecturers can be more 

flexible in taking action to improve the undergraduate students’ abilities both from cognitive and non-

cognitive aspects based on their groups. As [43] said that it could provide the opportunities for the lecturers 

to optimize group-based learning activities where students share knowledge with their colleagues. 

Additionally, [44] emphasized that such a learning approach can increase the students' motivational learning, 

the quality and the learning process to the social interaction of students during the learning process. 

 

 

4. CONCLUSIONS 

Regarding to the series of Knowledge Discovery in Database (KDD) activities, particularly in the data 

mining process, it is known the classification model to determine whether or not students obtain 

supplementary learning achieves 95% model performance accuracy for k = 15. Therefore, it can be concluded 

that the parameter k = 15 is the number of student previous data neighbors (training data) which is closest to 

and able to explain the actual condition of the data new student (test data). In addition, the classification 

model in this study can be used as a reference for lecturers in projecting unknown conclusions as illustrated 

in Table 10. However, the classification model using the KNN algorithm has not been able to explain a 

pattern. The resulting classification model with excellent performance accuracy can be a recommendation for 

the lecturers in classifying students according to the similarity of criteria. However, it is not the only way for 

the lecturers to make decisions in determining the planning of learning activities. Moreover, the results of 

this study become a lecturer's tool to optimize the undergraduate students' abilities in the learning process 

from each aspect that can be developed. Several recommendations for further research to increase the capacity 

and value of previous research results, including (1) conducting experiments using other classification 

algorithms KNN which have the opportunity to produce optimal accuracy values, and (2) conducting 

experiments by collaborating two algorithms so that the resulting classification model can work to predict 

and determine the pattern. 
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