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ABSTRACT 

Article History: 
One of the efforts that can be made to optimize health services and the distribution of facilities 

and infrastructure efficiently in a wide scope is by profiling and clustering areas in the province 

of West Java to the scope of sub-districts with similar characteristics of disease category. The 

methods that will be compared to get the best clustering are hierarchical and ensemble. The 

data used as the research object is the BPJS Kesehatan capitation primary service sample data 

for 2017-2018. Some important variables used include primary disease diagnosis data (ICD-

10) of patients at the Puskesmas (Public Health Center), service time, type of visit, and location 

of service sub-district. This study uses several evaluation metrics Silhouette coefficient, Dunn 

index, Davies-Bouldin index, and C-index, to determine the optimal number of clusters formed. 

In addition, descriptive analysis and visualization of the clustering results are also used as 

considerations in selecting the optimal cluster. Based on the evaluation results, the optimal 

method is hierarchical clustering with complete linkage. This method produces three clusters: 

Cluster 1 consists of 5 sub-districts that have a high/dominant mean value in almost all disease 

categories, Cluster 2 consists of 26 sub-districts that have a medium mean value, and Cluster 3 

consists of 589 sub-districts that have a low mean value. Most members of Clusters 1 and 2 are 

sub-districts located in the districts/cities around the national capital (DKI Jakarta) and the 

provincial capital (Bandung), while the members of Cluster 3 are mostly sub-districts located 

in suburban districts/cities or far from the central government. 
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1. INTRODUCTION 

BPJS Kesehatan is an agency in charge of administering health insurance for all Indonesian, known as 

JKN (Jaminan Kesehatan Nasional). This promotive and preventive program is one of the programs by BPJS 

Kesehatan for primary health facilities (puskesmas, clinics). One of the benefits of preventive and promotive 

services is direct or indirect individual health counseling. It is hoped that primary health facilities will not 

only be a place for treatment, but also a place for the community to get preventive health education for disease 

prevention. So far, health services for JKN participants are mostly in the form of curative services or health 

services after an illness. The costs for curative services, especially if they are carried out in hospitals, are 

certainly higher, so this needs to be controlled to support the sustainability of the JKN program. One of the 

efforts is to encourage healthy lifestyles in the community and improve the quality of services in primary 

health facilities. 

The 2014-2018 JKN statistical report issued by the National Social Security Council (DJSN) presents 

an interesting condition in 2018 West Java Province became the region with the largest number of puskesmas 

in Indonesia, but the ratio of puskesmas per 100,000 participants was one of the smallest in Indonesia [1]. 

The value of this ratio describes the availability of health facilities for JKN participants, the smaller the value, 

the more limited the choices. This value can also be a sign that a health facility has exceeded its capacity or 

is not ideal. This condition resulted in less than optimal health services to participants, both curative and 

promotive and preventive. 

Research conducted in Depok concluded that most of the puskesmas in the city of Depok with a high 

referral ratio did not have the complete facilities and infrastructure that must be in the puskesmas, including 

laboratories and emergency services [2]. One of the reasons for the referral was because some medicines 

were not available at the puskesmas. The referral ratio is a measure of the tendency of primary health facilities 

to make referrals to other health facilities. Primary health facilities, as gatekeepers, play a role in quality and 

cost control, screening referrals, and the patient's first point of contact so that they can serve JKN participants 

optimally. Low competence as a gatekeeper can affect the value of the referral ratio to be high [3]. 

One of the strategic steps for the initial stage is profiling by grouping areas in West Java Province to 

the scope of sub-districts that have similar characteristics of disease incidence. Research on clustering in 

health data includes clustering in provinces in Indonesia based on Health Service Indicators in 2015 [4]. The 

research resulted in 5 clusters with different indicator value scales in each cluster. Research on cluster analysis 

was carried out by grouping provinces in Indonesia based on indicators of health services for pregnant women 

using the K-means cluster and ensemble cluster method [5]. The results of the study concluded that the cluster 

ensemble method is the most suitable method compared to the other methods. Meanwhile, research conducted 

on data on the ratio of health workers in disadvantaged, outermost, and leading areas (3T) in Indonesia found 

that the hierarchical clustering method with a single linkage produced better performance than the ensemble 

cluster method [6]. 

Based on that description, the researcher wants to examine the characteristics of areas that have a 

similar disease incidence in West Java from the scope to the sub-district. The methods that will be compared 

to get the best clustering are hierarchical clustering and ensemble clustering. The data used as the object of 

research is the sample data for the BPJS Kesehatan capitation primary service for the 2017-2018 period. The 

results of this study are expected to be reference material for relevant stakeholders in planning various policies 

at the puskesmas, such as promotive and preventive programs and the procurement of infrastructure for 

optimal health services to the JKN participants. 

 

 

2. RESEARCH METHODS 

2.1 Data Preparation 

The data was obtained from the BPJS Kesehatan data portal, which provides sample data for primary 
services for JKN participants. BPJS Kesehatan sample data is a representation of all BPJS Kesehatan 
membership data and health services that have been standardized and extracted to maintain data quality [7]. 
There are five subsets of data provided in the BPJS Kesehatan sample data. The subset of data used in this 
study is the sample data for primary capitation services. Important variables used include primary disease 
diagnosis data (ICD-10) of patients at the primary health services, service time, type of visit, and sub-district 
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location. Furthermore, based on these variables, a dataset of the incidence of disease in each sub-district will 
be formed. 

 

2.2 Hierarchical Clustering 

The hierarchical clustering method is the method used if the number of clusters is not known. There 

are two basic types used in the hierarchical method, namely, merging and division. The merging method 

procedure is to assume that all observations are clusters so that the two closest objects that have similarities 

become one cluster and then proceed to other objects. The division method procedure is the opposite of the 

merging method, which assumes all observations are one cluster, then different observations will come out 

and form a new cluster. Several measures of similarity between clusters can be seen using single linkage, 

complete linkage, average linkage, and Ward's method. The following is an explanation of some of the 

linkages in the hierarchical clustering method [8] : 

a. Single linkage 

This cluster analysis method uses the clustering principle based on the shortest distance between its 

members. The initial step of this method is to find the two closest objects and both form the first cluster, 

then proceed to the next object until each member has a cluster. The distance between the clusters (i, j) 

and k is 

𝑑(𝑖,𝑗)𝑘 = min⁡(𝑑𝑖𝑘 , 𝑑𝑗𝑘)  (1) 

b. Complete linkage 

This cluster analysis method is the opposite of the single linkage method; this method uses the clustering 

principle based on the furthest distance between its members. The distance between the clusters (i, j) and 

k is 

𝑑(𝑖,𝑗)𝑘 = max⁡(𝑑𝑖𝑘 , 𝑑𝑗𝑘) (2) 

c. Average linkage 

This cluster analysis method is based on the average distance between all members of one group and all 

members of other clusters. The distance can be calculated by the following formula. 

𝑑(𝑖,𝑗)𝑘 =
𝑛𝑖

𝑛𝑖+𝑛𝑗
𝑑(𝑖,𝑘) +

𝑛𝑗

𝑛𝑖+𝑛𝑗
𝑑(𝑗,𝑘) (3) 

 

2.3 Ensemble Clustering 

Ensemble clustering is a method that combines a set of different cluster solutions from each different 

method into one final cluster solution. The ensemble grouping is divided into 2 (two) stages. The first stage 

is to cluster with several algorithms and save the results of the clustering. The second stage determines the 

final cluster of clusters from the results of the first stage using the consensus function [9]. Cluster ensemble 

combines a set of solutions regardless of the original characteristics of the data or the initial algorithm used 

to build the set of solutions. The advantage of this method is that it can improve the quality and robustness 

of the cluster solutions [10]. 

 

 

3. RESULTS AND DISCUSSION 

3.1 Data Exploration 

Before exploration, it is necessary to pre-process the sample data to form a dataset on the number of 

disease category events per sub-district. After the dataset is formed, missing values are still found, so it is 

necessary to carry out an imputation process to obtain complete data. The K-Nearest Neighbor (KNN) method 

has the advantage of being strong against noisy data and effective for large data training [11]. Therefore, 

imputation with the KNN method is used in this research. 

The data imputation process resulted in a complete dataset with 16 disease category variables and 620 

sub-districts. Data exploration was carried out to find out the description of the data, namely the mean value 

and standard deviation presented in Table 1. The results show that the average value varied with the highest 

mean value in the respiratory system disease category and the lowest in the neoplasms disease category. 
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Table 1. Descriptive Statistics 

Variables Name Mean Std. deviation 

X1 Certain infectious and parasitic diseases 50.83 68.75 

X2 Neoplasms 5.44 5.90 

X3 Endocrine, nutritional and metabolic diseases 18.24 27.26 

X4 Diseases of the nervous system 9.22 11.56 

X5 Diseases of the eye and adnexa 20.36 27.17 

X6 Diseases of the ear and mastoid process 9.39 13.45 

X7 Diseases of the circulatory system 54.70 68.32 

X8 Diseases of the respiratory system 188.25 268.31 

X9 Diseases of the digestive system 112.22 137.10 

X10 Diseases of the skin and subcutaneous tissue 34.56 43.69 

X11 Diseases of the musculoskeletal system and connective 

tissue 

59.03 65.33 

X12 Diseases of the genitourinary system 11.52 15.26 

X13 Pregnancy, childbirth and the puerperium 12.85 15.23 

X14 Symptoms, signs and abnormal clinical and laboratory 

findings, not elsewhere classified 

59.78 89.69 

X15 Injury, poisoning and certain other consequences of 

external causes 

7.50 10.65 

X16 Factors influencing health status and contact with health 

services 

35.82 54.96 

 

3.2 Clustering Evaluation 

Hierarchical clustering was carried out using the RStudio software with the 'NbClust' package. Some 

of the parameters that need to be set are the linkage type, the range of the number of clusters formed, the 

distance matrix, and the cluster goodness metric. The range of the number of clusters to be formed is 

determined from 2 to 5 clusters. The distance matrix used is Euclidean distance. Meanwhile, the metrics 

chosen to measure the goodness of a group are Silhouette, Dunn Index, Davies-Bouldin Index, and C-index. 

The Silhouette method is a fairly popular index used to determine the optimal number of clusters [12]. 
 

Table 2. Metrics of Hierarchical Clustering Result 

Cluster Complete Single 

 S D DB CI S D DB CI 

2 0.778 0.135 0.499 0.165 0.579 0.222 0.517 0.136 

3 0.749 0.192 0.621 0.235 0.523 0.185 0.572 0.136 

4 0.586 0.064 0.763 0.154 0.521 0.206 0.454 0.151 

5 0.590 0.072 0.671 0.175 0.523 0.164 0.389 0.156 

Cluster Average Ward 

 S D DB CI S D DB CI 

2 0.778 0.135 0.499 0.165 0.709 0.039 0.758 0.088 

3 0.749 0.192 0.621 0.235 0.446 0.018 0.909 0.060 

4 0.658 0.192 0.542 0.236 0.464 0.026 0.874 0.074 

5 0.615 0.192 0.504 0.235 0.422 0.026 1.222 0.059 

Notes: S = Silhouette index, D = Dunn index, DB = Davies-Bouldin index, CI = C-index 
 

Table 2 shows the results of the index value of the cluster goodness metric for each type of hierarchical 

clustering linkage. The Silhouette and Dunn index are optimal at the largest value, while the Davies-Bouldin 

index and C-index are optimal at the smallest values. In addition to looking at these values, it is also necessary 

to pay attention to the trend of rising and falling index values as the number of clusters increases. It can also 

be considered to select the optimal number of clusters. With the help of a simple line plot, it can be determined 
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that the optimal number of clusters is complete linkage: 3 clusters, single linkage: 3 clusters, average linkage: 

3 clusters, and ward linkage: 4 clusters. 

The goodness of clustering results can also be seen with two-dimensional visualization. In order to 

display the visualization, the many variables must be reduced to only two important variables. Variable 

reduction can be done by principal component analysis (PCA) [13]. Dimensional reduction can also remove 

irrelevant features and reduce noise from the data [14]. Figure 1 shows a visualization of the clustering results 

at each linkage. From these results, it can be seen that the complete linkage and average linkage of the 

clustering results are quite good because each cluster is almost completely separated. Meanwhile, the Ward 

method still has clusters that appear to be intersecting and the single linkage forms clusters with only one 

member. 

 

 

(a)  

 

(b)  

 

(c)  
 

(d)  

Figure 1. Visualization of hierarchical clustering result, 

(a) Complete linkage, (b) Single linkage, (c) Average linkage, (d) Ward’s method 

 

Cluster analysis can also be done by looking at the dendrogram plot. The number of clusters and their 

cluster members is obtained from dendrogram cutting at the largest difference in the merging distance [15]. 

Figure 2 shows a comparison of the single linkage and average linkage dendrogram plots with the number 

of clusters 3 and 4, it can be concluded that clustering with k=4 is still possible. However, if mapped in a 

two-dimensional visualization, the results of clustering with k=4 are not better than k=3. 

 

 
(a)  

 
(b)  
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(c)  

 
(d)  

Figure 2. Dendrogram plot of average and complete linkage, 

(a) Complete linkage k=3, (b) Complete linkage k=4, (c) Average linkage, k=3, (d) Average linkage, k=4 

 

Ensemble clusters form a group of results obtained from various different methods as members of the 

ensemble. The clustering using the ensemble method was carried out using the RStudio software with the 

'diceR' package. Some important parameters that need to be set are the clustering algorithm and the consensus 

function to be used. The clustering algorithm used is K-Means and hierarchical clustering with complete and 

average linkage. Meanwhile, the consensus functions chosen are CSPA (Cluster-based Similarity Partitioning 

Algorithm) and LCE (Link-based Cluster Ensemble). 
 

Table 3. Metrics of Ensemble Clustering Result 

Cluster Ensemble (CSPA) Ensemble (LCE) 

 S D DB CI S D DB CI 

3 0.469 0.036 0.687 0.032 0.470 0.037 0.685 0.029 

4 0.380 0.023 0.808 0.030 0.379 0.023 0.808 0.030 

Notes: S = Silhouette index, D = Dunn index, DB =  Davies-Bouldin index, CI = C-index 

Table 3 shows the results of cluster goodness metric index values of ensemble clustering. By looking 

at these values, it appears that the ensemble cluster is not better than hierarchical clustering. To see more 

clearly, the results of the clustering are mapped in a two-dimensional visualization. 

 

 

(a)  

 

(b)  

Figure 3. Visualization of ensemble clustering result, 

(a) Ensemble cluster k=3, (b) Ensemble cluster k=4 

Figure 3 shows the results of clustering using the ensemble method. The figure shows that there are 

still clusters that intersect with each other at k=3 and k=4. Therefore, the hierarchical clustering method with 

complete linkage and the number of clusters 3 was chosen as the optimal method. 

 

3.3 Interpretation of Clustering Results 

The optimal clustering method chosen is hierarchical clustering with complete linkage. The average 

linkage is a linkage in the hierarchical clustering method that collects variables based on similarity or the 

furthest distance (as opposed to single linkage), so that each variable that have the least similarity will be 
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included in the first cluster and so on [16]. This method produces more robust and dense clusters than single 

linkage [17]. 

 

 
Figure 4. Sub-district clustering result mapping 

The results of the clustering using the hierarchical and complete linkage method formed three clusters 

with sub-districts in groups, as shown in Figure 4. Based on the mapping, it can be concluded that cluster 1 

consists of 5 sub-districts and cluster 2 consists of 26 sub-districts. Meanwhile, cluster 3 is the largest cluster 

with 589 sub-district members. Most of the members of clusters 1 and 2 are sub-districts located around of 

national capital (DKI Jakarta) and the provincial capital (Bandung), only Subang, Purwakarta, and Banjar, 

which are relatively far from both. While the members of cluster 3 are mostly sub-districts located in suburban 

districts/cities or far from the center of government. 

The clustering of districts/cities in West Java based on community indicators concluded that Kabupaten 

Bekasi, Bekasi City, Sukabumi City, Cirebon City, Bogor City, Depok City, Bandung City, and Cimahi City 

are included in cluster 1 [18]. This cluster has characteristics of high scores on the variables of population 

density, population growth rate, labor force, life expectancy, real expenditure per capita, and the average 

length of schooling. The grouping carried out in the sub-districts in Surabaya based on the factors causing 

the occurrence of tuberculosis resulted in 4 clusters [19]. The clusters with the most vulnerable characteristics 

and very high population density are Tambak Sari and Sawahan sub-districts. These two sub-districts are 

directly adjacent to the Central Surabaya area. Both of these reference studies can show that areas around the 

center of government with high population density can affect the quality of health. 
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Figure 5. Mean value of variables plot 

The characteristics of a cluster that is formed can also be seen from the mean value of the variables 

from each cluster member [20]. Figure 5 shows a plot of the mean value of the variables from each cluster. 

The clustering results can be said to be quite good because the mean value pattern is uniform and each cluster 

is divided into different levels of the mean value. From the plots presented, it can be concluded that cluster 1 

has a high/dominant mean value for each variable except X3 (endocrine, nutritional, and metabolic disorders) 

and X7 (diseases in the circulatory system). Cluster 2 has a medium mean value of each variable except X3 

and X7, which are higher. While cluster 3 has a low mean value on all variables. 

The dominant disease category in cluster 1 is X8 (Diseases of the respiratory system). Respiratory 

disorders can occur in a work environment that contains industrial dust, especially at high levels [21]. 

Included in cluster 1 are Cileungsi, Cikarang, and parts of Tambun sub-districts are industrial areas, which 

are quite dense. It is also confirmed that the pattern of most diseases in the Bekasi district health center is 

mostly diseased due to respiratory disorders and a small proportion are intestinal infections, hypertension, 

and myalgia [22]. 

 

 
4. CONCLUSIONS 

The appropriate clustering method for clustering sub-districts in West Java province based on the 

frequency of disease incidence is a hierarchical method with complete linkage. This is because this method 

can produce clusters with strong structure and independence as well as a better evaluation metric measure 

than other clustering methods (single linkage, Ward's method, ensemble cluster). The cluster results form 

three clusters with details: Cluster 1 consists of 5 sub-districts that have a high/dominant mean value in each 

disease category except X3 (endocrine, nutritional, and metabolic disorders) and X7 (diseases in the 

circulation system); Cluster 2 consists of 26 sub-districts that have medium mean value in each disease 

category except X3 and X7 are high; and Cluster 3 consists of 589 sub-districts that have low mean value in 

all disease categories. Most of the members of Clusters 1 and 2 are sub-districts located in the districts/cities 

around the national capital (DKI Jakarta) and the provincial capital (Bandung), while the members of Cluster 

3 are mostly sub-districts located in suburban districts/cities or far from the center of government. 
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