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ABSTRACT 

Article History: 
Weighted Logistic Regression (WLR) is a method used to overcome imbalanced data or rare 

events by using weighting and is part of the development of a simple logistic regression model. 

Parameter estimation of the WLR model uses Maximum Likelihood estimation. The maximum 

likelihood parameter estimator value is obtained using an optimization approach.  The Genetic 

algorithm is a computational optimization algorithm that is used to optimize the estimation of 

model parameters. This study aims to estimate the Maximum Likelihood Weighted Logistic 

Regression with the applied genetic algorithm and determine the significant variables that affect 

the working status of individuals in Malang City. The data used results from data collection from 

the National Labor Force Survey of Malang City in 2020. The results of the analysis show that 

the variable education completed and the number of household members have a significant effect 

on individual work status in Malang City. 
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1. INTRODUCTION 

Logistic regression is a data analysis technique in statistics that is used to determine the effect of several 

variables where the response variable is categorical, both nominal and ordinal with predictor variables that 

can be categorical or continuous [1]. Logistic regression is one of the most commonly used classical 

classification methods. The problem that is often faced in the classification model with logistic regression is 

that the data is distributed unequally between different classes, which can be referred to as data imbalance. 

Weighted Logistic Regression (WLR) is a development of logistic regression for imbalanced data or 

rare events using the weighted method. This method considers two stages of correction. The first is to add 

weights to the log-likelihood of binary logistic regression and the second is to add an element of bias 

corrections [2]. Parameter estimation for the WLR model uses the maximum likelihood estimation method. 

The Maximum Likelihood Estimation (MLE) is a method to get the optimum parameter estimator value 

by maximizing the likelihood function (objective function). This method has several properties including 

unbiased, efficient, and consistent to achieve good parameter estimation. If the parameter estimation step 

using the maximum likelihood will produce a non-linear equation, then solving the equation to obtain the 

parameter estimation value uses a numerical optimization approach [3].  

Newton-Raphson (NR) is a numerical optimization method commonly used in estimating Maximum 

Likelihood WLR. This method requires a gradient vector and a Hessian matrix. The gradient vector is 

obtained from the first derivative of the log-likelihood and the Hessian matrix is the second derivative [4]. 

However, the NR method has a problem that requires an initial value (the first derivative of the gradient 

vector), and obtaining the inverse matrix of the Hessian matrix is large which results in processing being long 

to converge due to the large matrix size. Therefore, this study will use a genetic algorithm approach as an 

alternative method to estimate the Maximum Likelihood of WLR. 

Genetic algorithm (GA) is a computational optimization algorithm that can be used to optimize the 

estimation of model parameters based on random search methods inspired by the principles of biological 

systems, such as evolution, mutation, and the like, to overcome problems encountered in solving probability 

equations [5]. The Genetic algorithm is one of the most powerful heuristic methods for solving optimization 

problems. The main reason for choosing GA in obtaining parameter estimates is that the use of AG guarantees 

convergence to a globally optimal solution in large-scale and complex nonlinear optimization problems [6].  

In contrast to Newton-Raphson for maximum likelihood estimation, the genetic algorithm approach 

has the advantage that in the process it does not require differential initial value requirements, does not 

calculate the gradient matrix, is easy to converge, and has more flexible assumptions [7],[8]. This method 

gives good results in estimating the ML estimator when compared to optimization using traditional 

optimizations such as Newton-Raphson (NR), Nelder-Mead (NM), and iterative re-weighting algorithm 

(IRA) [9]. 

This study uses data from the National Labor Force Survey data collected by the Central Statistics 

Agency of Malang City in 2020. The unit of observation that will be examined in this study is the status of 

individuals working in the workforce. The Labor Force Participation Rate in 2020 is 66.41% while the Open 

Unemployment Rate in 2020 is 9.61% [10]. This is for the absence of data imbalance. For handling 

unbalanced data, the WLR method will be used. 

Based on this study will utilize the estimation of Maximum Likelihood Weighted Logistic Regression 

with genetic algorithms and determine the significant variables that affect the working status of individuals 

in Malang City. 

 

 

2. RESEARCH METHODS 

2.1 Data Source 

The data used in this study is secondary data obtained from the results of the August National Labor 

Force Survey data collection conducted by the Central Statistics Agency of Malang City in 2020. The unit of 

observation that will be studied in this study is the individual working in the sample household. 
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2.2 Research Variable 

The research variables used are described in Table 1. 

 
Table 1. Research Variables 

Symbol Variable Category Scale 

𝒀 Individual working status 

classification 

0 : Work 

1 : Doesn’t work 

Nominal 

𝑿𝟏 Gender 1 :  Man 

2 : Woman 

Nominal 

𝑿𝟐  Age 1 : 15-30 years old 

2 : 31-55 years old 

3:  > 55 years old 

Ordinal 

𝑿𝟑 Last Education 1 : No School 

2 : Primary School 

3 : Junior high school 

4 : Senior high school 

5 :  College 

Ordinal 

𝑿𝟒 Marital status 1 : Not married 

2 : Married 

3 : Divorced 

Nominal 

𝑿𝟓 Health status 1 : Sick 

2 : Health 

Nominal 

𝑿𝟔 Number of household 

members 

1 : 1-2 people 

2 : 3-5 people 

3: > 5 people 

Nominal 

 

2.3 Data Analysis Method 

Data analysis method to get the maximum likelihood estimation weighted logistic regression solution 

using genetic algorithm. The specific steps of the algorithm used include: 

1. Identify the fitness function and the initial parameters of the algorithm: 

- Fitness function is log-likelihood weighted logistic regression. 

- Initial parameters of the genetic algorithm include population size (N) = 500, number of generations 

= 200, probability of crossover (Pc) = 0,95, probability of mutation (Pm) = 0,1  

2. Generating the initial population of chromosomes (N) chromosomes generated from the search space 

through initialization. The initial population is denoted by [𝜃1
(0), 𝜃2

(0), … , 𝜃𝑁 
(0) ] where 𝜃 =

[𝛽0, 𝛽1, 𝛽2, … , 𝛽6] in this study. Each solution is represented through a chromosome and a fitness 

function, chromosomes in the population are represented by 𝜃𝑗, 𝑗 = 1, … 𝑁. 

3. Evaluate the fitness value of 𝑚  iteration, ln L𝑊(𝛃)(𝑚), for each chromosome in the population. 

4. Carrying out the selection process at a predetermined selection rate, the solutions (individuals) having 

the worst fitness function values, in light of the evaluation of individuals having executed the previous 

step, are replaced by new individuals generated randomly. Moreover, a certain number (EN) of 

individuals, having the best fitness values, are accepted as elite individuals and they are directly 

transferred without any modification to the new generation. 

5. Using the roulette wheel (based on the principle that there is a greater chance of being selected if there 

is better fitness) as a proportional selection method, two parent candidate individuals are selected from 

the individuals, other than the elite individuals. 

6. Perform crossover and mutation operators, as a perturbation mechanism, to candidate individuals 

according to Pc and Pm probabilities. Crossover of parents is conducted to obtain new offspring 

individuals and mutate new individuals. A new (𝑚 + 1)nd generation [𝜃1
(𝑚+1), 𝜃2

(𝑚+1), … , 𝜃𝑁 
(𝑚+1) ] 

is obtained. 

7. Finally, set m = m + 1 and continue the iteration with the fitness evaluation step until the convergence 

criteria is satisfied. When evolution stops, the solution with the best fitness value in the last population 

is the best solution. 

8. Getting the estimator (�̃�). 

9. Perform a parameter significance test. 

10. Conclusion. 
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2.4 Weighted Logistic Regression 

Weighted Logistic Regression (WLR) is an extension of the simple logistic regression model 

introduced by King and Zeng [2]. WLR is a bias correction method that consists of two correction steps. First 

add the weight 𝑤𝑖 to the log-likelihood of binary logistic regression, to complete the difference in the 

proportion of events in the sample and population 

ln L(𝛃) = ∑ 𝑤𝑖 [𝑦𝑖 ln (
𝑒𝒙𝑖

𝑇𝜷

1+𝑒𝒙𝑖
𝑇𝜷

) + (1 − 𝑦𝑖) ln (
1

1+𝑒𝒙𝑖
𝑇𝜷

)]𝑛
𝑖=1   (1) 

Where, if  𝑦𝑖 = 1 than 𝑤𝑖 = (
𝜏

�̅�
 ) = 𝑤1 and if 𝑦𝑖 = 0 than 𝑤𝑖 = (

1−𝜏

1−�̅�
) = 𝑤0. �̅� representing the proportions 

in the sample, 𝜏  representing the proportions in the sample, and 𝑤𝑖 representing the weight. 

Second, adding an element of bias correction aims to reduce bias and variance. The estimated bias 

corrected for WLR is [11]: 

       �̃� = �̂� − 𝑩𝒊𝒂𝒔 (�̂�)       (2) 

where 𝑩𝒊𝒂𝒔 (�̂�) = (𝑿𝑇𝑫𝑿)−1𝑿𝑇𝑫𝜉 , 𝜉𝑖 = 0,5𝑄𝑖𝑖((1 + 𝑤1)�̂�𝑖 − 𝑤𝑖), 𝑄𝑖𝑖 representing the diagonal element 

of  𝓠 = (𝑿𝑇𝑫𝑿)−1𝑿𝑇 and 𝑫 = 𝑑𝑖𝑎𝑔 {�̂�𝑖(1 − �̂�𝑖)𝑤𝑖}. 

To test the parameter estimates generated by the WLR model, we use a partial test with the Wald 

statistic test [12]: 

H0 ∶ 𝛽𝑗 = 0 

H1 ∶ 𝛽𝑗 ≠ 0,  𝑗 = 1,2, … , 𝑝 

Test statistics: 

    𝑊𝑗 =  (
�̃�𝑗

𝑆𝐸(�̃�𝑗)
)

2

;  𝑗 = 1,2, . . , 𝑝                                                       (3) 

where  �̃�𝑗    = estimator value 𝛽𝑗 dan 𝑆𝑒(�̃�𝑗) = standard error  𝛽𝑗 

Wald’s test follows a Chi-Squared distribution with degree of freedom one. Formula  𝑆𝐸(�̃�) WLR [13]: 

           𝑆𝐸(�̃�) = √(
𝑛

𝑛+𝑝
)

2
(𝑿𝑻𝑫𝑿)

−1
                                                                        (4) 

Wald test rejection region (H0) if the value of 𝑊𝑗  > 𝜒(𝛼,1)
2  or  𝑝 − 𝑣𝑎𝑙𝑢𝑒 < 𝛼. 

 

2.5 Genetic Algorithm 

Genetic Algorithm (GA), an iteration-based search technique proposed by Holland, is a very popular heuristic 

algorithm for finding the optimal solution of the objective function [14]. This algorithm adopts the genetic system 

of living things which includes reproduction, crossover, and mutation operators using the principle of natural 

selection, namely the individual who can survive is a strong individual. The concept of genetic algorithms 

which is based on genetic science causes the terms used in genetic algorithms to be widely adapted from that 

science [15]. The basic components that must be met in the genetic algorithm are  [16]: 

1) Coding Scheme 

The first step in the genetic algorithm is to represent the solution variables sought as a chromosome 

arrangement. One chromosome must represent one solution. The coding scheme used in this study is a 

real number scheme. 

2) Fitness Function 

The fitness function is used to measure the level of goodness of the solution being sought from a set of 

solutions. A number of solutions generated in the population are evaluated using the fitness value. The 

chromosome that has the highest fitness value is the best solution. In each iteration, the algorithm will find 

and maintain the chromosome that has the highest fitness value. 

3) Selection 

Selection aims to provide reproductive opportunities for individuals who have high fitness. The method 

that is often used for parent selection is roulette wheel selection (RWS). 
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4) Crossover 

Crossover is a method of mating two parent chromosomes (parents) to get a new individual (child). 

Individuals were randomly selected to perform with a crossover probability between 80% - 95%. The 

method used for crossbreeding is a one-point crossover. 

5) Mutation 

A Mutation is a process to change the arrangement of genes in a chromosome to make a difference in the 

population by avoiding a condition where the chromosomes converge when the fitness value has not 

reached optimally. A good mutation probability value ranges from 0.5%-1%. 
 

 

3. RESULTS AND DISCUSSION 

3.1. Data Description 

The first step to analyzing the working status of individuals in Malang City is to do a descriptive 

analysis of the data associated with the research variables. This overview can help provide preliminary 

information regarding the working status. This work activity includes both those who are working and those 

who have worked but in the past week while they were not actively working for example, due to leave, illness, 

and the like. This descriptive analysis uses cross-tabulation between the dependent variable (working status) 

and the independent variable. Factors that affect individual working status in Malang City. 

 
Table 2. Factors Affecting Individual Work Status in Malang City 

Variable Category Work Doesn’t work 

 𝑿𝟏 Man 91,08% 8,92% 

Woman 88,33% 11,67% 

 𝑿𝟐 15-30 years old 75,25% 24,75% 

31-55 years old 99,41% 0,59% 

> 55 years old 87,39 12,61% 

 

𝑿𝟑 

No school 83,04% 16,96% 

Primary school 87,19% 12,81% 

Junior school 73,83% 26,17% 

Senior school 97,03% 2,97% 

College 99,31% 0,69% 

𝑿𝟒 Not married 72,25% 27,75% 

Married 98,51% 1,49% 

Divorced 86,26% 13,74% 

𝑿𝟓 Sick 76,19% 23,81% 

Health 91,02% 8,98% 

 𝑿𝟔 1-2 people 95,22% 4,78% 

3-5 people 88,06% 11,94% 

> 5 people 81,25% 18,75% 

 

Table 2, shows the percentage of working status on the variables of gender, age, education, marital 

status, health status, and the number of household members. In terms of gender, the percentage of men is 

more than women, which is 91.08% of the total male workforce compared to the female workforce which is 

only around 88.33%. This can be interpreted that compared to women, men tend to have easy access to jobs. 

Judging from the age group, it is known that the largest percentage of the working-age population is the 31-

55 age group of 99.41%. Based on the education completed, the higher the level of education, the higher the 

percentage of those who work. This may be related to the expertise possessed. There are 99.31% of the 

workforce with working status with a university education background. Marital status greatly affects a person 

to carry out economic activities, because, in addition to aiming to support himself, the person must support 

the family for which he is responsible, it can be seen that the largest percentage of those with working status 

are those who are married, which is 98.51%. Next is the number of household members concerning for to 

working status. Workers are generally supported by health conditions. However, the reality is that it is 

possible to find workers who are not healthy but still work, as shown in Table 2, there are 76.31% of the 

working-age population are sick but still working. The number of household members who work in one 

family is 1-2 people, which is 95.22%. However, it does not require the possibility that a large household will 

tend to household members who do not have jobs to become dependents of the Head of the Household. 
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3.2. Estimation of Likelihood Weighted Logistic Regression using Genetic Algorithm 

This study has determined population size = 500, crossover probability value (Pc) = 0.95, mutation 

probability value (Pc) = 0.01, and generation size = 200. The iteration algorithm parameter used is the 

maximum likelihood value obtained from all stages of the genetic algorithm process against log-likelihood 

Weighted Logistic Regression as a fitness function. The maximum likelihood estimation value of WLR with 

the genetic algorithm is presented in Table 3. 

 
Table 3. The Result of Estimating the Maximum Likelihood of WLR with a Genetic Algorithm 

Parameter Estimation Standard 

Error 

Wald P-value 

�̃�𝟎 3,459 2,804 1,528 0,369 

�̃�𝟏 0,354 0,210 2,858 0,214 

�̃�𝟐 -0,381 0,209 3,347 0,185 

�̃�𝟑 -0,379 0,091 17,329 0,037 

�̃�𝟒 -0,518 0,257 4,072 0,153 

�̃�𝟓 -2,213 1,363 2,648 0,230 

�̃�𝟔  0,726 0,192 14,358 0,044 

Maximum value log-likelihood 156.48315   

 

Table 3, results Based on the maximum likelihood estimator value with the algorithm, the value of the 

log-likelihood weighted logistic regression function is 156, 4831 and the value of each estimator parameter 

is the value �̃�0= 3,459 , �̃�1 = 0,354, �̃�2 = -0,381, �̃�3= -0,379 , �̃�4= -0,518, �̃�5= -2,213,and  �̃�6 = 0,726. 

Furthermore, the test statistics using the Wald Test. The decision to reject 𝐻0 is made if the value of 

Wald > 𝜒(1)
2 or if the p − value < 𝛼. Table 3 shows that using the statistical value of the Wald test 

with𝜒(0,05,1)
2 = 3,841  where the decision to reject 𝐻0 is made if Wald > 𝜒(0,05,1)

2 so it can be concluded that 

the education completed (𝑥3)  and the number of household members (𝑥6)  affect the working status of 

individuals in Malang City. 

 

 
4. CONCLUSIONS 

Genetic algorithm can be an alternative method to get the Maximum Likelihood Estimator Weighted 

Logistic Regression (WLR). Based on the results of the analysis conducted, the variables that have a 

significant effect on the status of individuals working in Malang City use the WLR model for imbalanced 

data or rare events, including education completed and the number of household members. 
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