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ABSTRACT 

Article History: 
Spatial regression analysis is a statistical method used to perform modeling by considering 

spatial effects. Spatial models generally use a parametric approach by assuming a linear 

relationship between explanatory and response variables. The nonparametric regression 

method is better suited for data with a nonlinear connection because it does not need linear 

assumptions. One of the nonparametric regression methods is penalized spline regression (P-

Spline). The P-spline has a simple mathematical relationship with mixed linear model. The use 

of a mixed linear model allows the P-Spline to be combined with other statistical models. PS-

SAR is a combination of the P-Spline and the SAR spatial model so that it can analyze spatial 

data with a semiparametric approach. Based on data from monitoring the development of the 

HIV situation in 2018, the number of HIV cases in Indonesia shows a clustered pattern that 

indicate spatial dependence. In addition, the relationship between the number of positive cases 

and the factors tends to be nonlinear. Therefore, this study aims to apply the PS-SAR model to 

HIV case data in Indonesia. The resulting model is evaluated based on the estimates of 

autoregressive spatial coefficient, MSE, MAPE, and Pseudo R2. Based on the results, the PS-

SAR model has an autoregressive spatial coefficient similar to the SAR model and has smaller 

MSE and MAPE than the SAR model. 
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1. INTRODUCTION 

Spatial regression analysis is a statistical method used to model spatial effects that consist of spatial 

dependencies and spatial heterogeneity [1]. Data with spatial dependencies can use spatial dependency 

models such as the spatial autoregressive model (SAR), spatial Durbin model (SDM), and spatial error model 

(SEM). On the other hand, data with spatial heterogeneity can be modeled by geographically weighted 

regression (GWR). Spatial regression analysis often used to model cases of diseases such as malaria [2][3], 

tuberculosis[4][5], dengue hemorragic fever [6]. 

Spatial models generally use a parametric approach by assuming a linear relationship between 

variables. However, the relationship between the response variable and the explanatory variable is not always 

linear but also nonlinear. If the model ignores nonlinear functional forms, it can lead to inconsistent parameter 

estimators and inaccurate conclusions [7]. The nonparametric regression method is better suited for data with 

a nonlinear connection because it does not need linear assumptions. One of the nonparametric regression 

methods is penalized spline regression (P-Spline). P-Spline is a combination of spline regression and spline 

smoothing [8][9]. P-spline has a simple mathematical relationship and equivalent to a mixed linear model. In 

this case, the parametric component is formulated as a fixed effect, while the smoothing function component 

is formulated as a random effect. By formulating the P-spline into a mixed linear model allows the P-Spline 

to be combined with other statistical models [10]. PS-SAR is a combination of the P-Spline and the SAR 

spatial model so that it can analyze spatial data with a semiparametric approach [11].  

Indonesia is an epidemic area of HIV disease with the 3rd highest number of positive cases in Asia 

Pacific. One of the factors that influence HIV prevalence is key populations, namely groups of people who 

have a high level of risk of HIV transmission  [12]. According to a World Health Organization (WHO) report, 

HIV-Tuberculosis (TB) fatalities contribute over 1.3 million deaths worldwide. HIV and TB weaken the 

patient's immune system, which reduce life expectancy [13]. External variables like unemployment and 

poverty also have an impact on HIV prevalence [14]. A person may decide to work as a sex worker due to 

the difficulty of finding a quality job and their need to make ends meet, which raises their risk of catching 

HIV. Based on data from monitoring the development of the HIV situation in 2018, the number of HIV cases 

in Indonesia shows a clustered pattern that indicate spatial dependence. In addition, the relationship between 

the number of positive cases and the factors tends to be nonlinear. Therefore, this study aims to apply the PS-

SAR model to HIV case data in Indonesia. 

 

 

2. RESEARCH METHODS 

2.1 Linear Mixed Model 

The mixed linear model can be written as follows: 

𝒚 = 𝑿𝜷 + 𝒁𝒖 + 𝜺 
(1) 

where 𝒚 is a sample observation vector of size 𝑛 × 1, 𝑿 is the design matrix of fixed effects 𝑛 × 𝑝 where 𝑝 
is the number of fixed variables, 𝜷 is a fixed effect parameter vector of size 𝑝 × 1, 𝒁 is the design matrix of 
random effects of size 𝑛 × 𝑘 where 𝑘 is the number of random variables, 𝒖 is a random effect parameter 
vector of size 𝑛 × 𝑘, and 𝜀 is an error vector of size 𝑛 × 1. The assumption of the mixed linear model is that 
𝒖 and 𝜀 are independent with 𝒖 ~ 𝑁(0, 𝑮) and  ~ 𝑁(0, 𝑅) , where 𝑮 = 𝑉𝑎𝑟(𝒖) and 𝑹 = 𝑉𝑎𝑟(𝜺) is variance-
covariance matrix that involve unknown dispersion or an unknown variance components (𝜎). Based on 
Equation (1), 𝒚 is distributed as 𝒚 ~ 𝑁(𝑿𝜷, 𝑽) where 𝑽 = 𝑹 + 𝒁𝑮𝒁′ [15]. 

 The parameter estimation of the linear mixed model is carried out using the maximum 
likelihood method with the log likelihood function formulated as follows [16]: 

ln(𝐿) = (𝒚 − 𝑿𝜷 − 𝒁𝒖)′𝑹−𝟏(𝒚 − 𝑿𝜷 − 𝒁𝒖) + 𝒖′𝑮𝒖 
(2) 

 

 

 

The resulting 𝜷 and 𝒖 estimators is as follows: 
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�̂� = (𝑿′𝑽−𝟏𝑿)
−𝟏

𝑿′𝑽−𝟏𝒚 

�̂� = 𝑮𝒁′𝑽−𝟏(𝒚 − 𝑿�̂�) 
(3) 

Estimation of the components of variance using the maximum likelihood method is as follows: 

ln(𝐿)𝑀𝐿 =  −
1

2
[ln|𝑽| + 𝒚′𝑽−𝟏 (𝑰 − 𝑿[𝑿′𝑽−𝟏𝑿]

−𝟏
𝑿′𝑽−𝟏) 𝒚] −

𝑛

2
ln(2𝜋) 

(4) 

Estimating the variance component estimator using the maximum likelihood method produces a biased 
estimator so that the estimation of the variance component is better using the restricted maximum likelihood 
(REML) method. REML possibility function is as follows [12][13]: 

ln(𝐿)𝑅𝐸𝑀𝐿 = ln(𝐿)𝑀𝐿 −
1

2
ln|𝑿′𝑽−𝟏𝑿| +

𝑝

2
ln(2𝜋) 

(5) 

 

2.2 P-Spline 

The P-Spline model with one explanatory variable can be written as follows [9]: 

𝑓(𝑿, 𝜷) = 𝑿𝜷, where 

𝑿 =  [
1
⋮
1

    
𝑥1 𝑥1

2 ⋯
⋮ ⋮ ⋱

𝑥𝑛 𝑥𝑛
2 …

    
𝑥1

𝑝 (𝑥1 − 𝜅1)+
𝑝

⋯
⋮ ⋮ ⋱

𝑥𝑛
𝑝 (𝑥𝑛 − 𝜅1)+

𝑝
…

    
(𝑥1 − 𝜅𝐾)+

𝑝

⋮
(𝑥1 − 𝜅𝐾)+

𝑝
]

𝑛×(𝑝+𝐾+1)

  

and 𝜷 =  [𝛽0 𝛽1 ⋯    𝛽𝑝 𝑢1 ⋯    𝑢𝐾]′(p+K+1)×1 

(6) 

 

where 𝑝 a positive integer as the exponent of the smoothing function, (𝑤)+
𝑝

= 𝑤𝑝 𝐼(𝑤 ≥ 0) is the 𝑝-degree 

truncated power function at a fixed node 𝜅1 < 𝜅2 < ⋯ <  𝜅𝐾. The recommended number of nodes is 5 to 40 

nodes with the selection of 𝜅𝑘 being carried out based on the 𝑘/(𝐾 + 1) quantile of 𝑿. Estimation of 𝛽 is 

carried out using the least squares method, namely minimizing the sum of the squared penalized errors which 

are defined as follows:  

𝐽(𝑓) = (𝒚 − 𝑿𝜷)′(𝒚 − 𝑿𝜷) + 𝜆𝜷′𝑫𝜷 

where 𝜆 ≥ 0 and 𝑫 =  [

0 ⋯ 0
⋮ ⋱ ⋮
⋮ ⋱ ⋮

    
1 ⋯ 0
0 ⋮ ⋮
⋮ ⋱ 0

0 … 0    0 … 1

] = 𝑑𝑖𝑎𝑔(𝟎𝒑+𝟏, 𝟏𝑲) 

(7) 

Minimizing 𝐽(𝑓) at a certain value of 𝜆 will compromise the good fit and the smoothness of the curve. The 

estimator based on the least squares method is as follows: 

�̂� = (𝑿′𝑿 + 𝜆𝑫)−1𝑿′𝒚 
(8) 

 

2.3 P-Spline Using The Linear Mixed Model Approach 

The P-Spline formulation using the linear mixed model approach becomes [10]: 

𝒚 = 𝑿𝜷 + 𝒁𝒖 + 𝜺 

with 𝑋 = [
1
⋮
1

    
𝑥1 𝑥1

2 ⋯
⋮ ⋮ ⋱

𝑥𝑛 𝑥𝑛
2 …

    
𝑥1

𝑝

⋮
𝑥𝑛

𝑝
] , 𝛽 =  [𝛽0 𝛽1 ⋯    𝛽𝑝]′, 

𝑍 =  [
(𝑥1 − 𝜅1)+

𝑝
… (𝑥1 − 𝜅𝐾)+

𝑝

⋮ ⋱ ⋮
(𝑥𝑛 − 𝜅1)+

𝑝
… (𝑥𝑛 − 𝜅𝐾)+

𝑝
], and 𝑢 =  [𝑢1 ⋯ 𝑢𝐾]′ 

(9) 

The sum of the squared penalized errors using a linear mixed model is: 

1

𝜎𝜀
2

(𝒚 − 𝑿𝜷 − 𝒁𝒖)′(𝒚 − 𝑿𝜷 − 𝒁𝒖) +
𝜆

𝜎𝜀
2 𝒖′𝒖 

(10) 

This function is the same as the BLUP criteria of the mixed linear model in Equation (2) by treating the 

covariance 𝒖 as follows [15]: 
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𝑐𝑜𝑣(𝒖) = 𝜎𝑢
2𝑰 where 𝜎𝑢

2 =
𝜎𝜀

2

𝜆
 (11) 

The P-Spline BLUP estimator using a linear mixed model method is written as follows: 

�̂� = (𝑿′(𝜎𝑢
2𝒁𝒁′ + 𝜎𝜀

2𝑰)𝑿)−1𝑿′(𝜎𝑢
2𝒁𝒁′ + 𝜎𝜀

2𝑰)−1𝒚 

�̂� =  𝜎𝑢
2𝒁′(𝜎𝑢

2𝒁𝒁′ + 𝜎𝜀
2𝑰)−1(𝒚 − 𝑿�̂�) 

(12) 

 

2.4 Spatial Autoregressive Model (SAR) 

The SAR model equation can be written in matrix form as follows [19]: 

𝑦 =  𝜌𝑾𝑦 + 𝑿𝜷 + 𝜺,      𝜀~𝑁(0, 𝜎2𝑰) (13) 

where 𝜌 is the parameter of the spatial lag coefficient of the response variable, 𝑾 is the spatial weight matrix, 

𝜷 is a regression coeffisicient, and 𝜺 is a vector of normally distributed error SAR models with zero mean 

and 𝜎2 variance. Estimation is carried out using the maximum likelihood method and the 𝛽 estimator is as 

follows: 

�̂� = (𝑿′𝑿)−𝟏𝑿′(𝑰 − 𝜌𝑾)𝒚 (14) 

If  𝒆�̂� =  𝒚 − 𝑿�̂�𝒐 obtained from the regression model 𝒚 = 𝑿𝜷𝒐 + 𝒆𝒐, 𝒆�̂�  =  𝒚 − 𝑿�̂�𝒍 obtained from the 

regression model 𝑾𝒚 = 𝑿𝜷𝒍 + 𝒆𝒍, and  𝝈�̂� =
1

𝑛
( 𝒆�̂� − 𝜌𝒆�̂�)′(𝒆�̂� − 𝜌𝒆�̂�), then the estimation of 𝜌 can be 

simplified as follows: 

�̂� =  �̂�𝒐 − 𝝆𝜷�̂� 
(15) 

 

2.5 PS-SAR 

The SAR model with the mixed model P-Spline is formulated as follows [11]: 

(𝑰 − 𝜌𝑾)𝒚 = 𝑿𝜷 + 𝒁𝒖 + 𝜺,     𝒖 ~ 𝑁𝑜𝑟𝑚𝑎𝑙(0, 𝑮),        𝜺 ~ 𝑁(0, 𝑹) (16) 

PS-SAR estimation is carried out using the maximum likelihood method with maximum function as follows: 

ln(𝐿) = ln 𝑐 −
1

2
𝒆′𝑹−𝟏𝒆 −

1

2
𝒖′𝑮−𝟏𝒖 + ln |𝑰 − 𝜌𝑾| 

(17) 

The estimators obtained are as follows: 

�̂� = (𝑿′𝑽−𝟏𝑿)
−𝟏

𝑿′𝑽−𝟏(𝑰 − 𝜌𝑾)𝒚 

�̂� = 𝑮𝒁′𝑽−𝟏((𝑰 − 𝜌𝑾)𝒚 − 𝑿�̂�) 
(18) 

The estimation of the variance component and the 𝜌 coefficient uses the REML method with the following 

criteria functions [11]: 

ln(𝐿(𝑽, 𝜌))𝑀𝐿 =  −
1

2
[ln|𝑽| + 𝒚′(𝑰 − 𝜌𝑾)𝑽−𝟏 (𝑰 − 𝑿[𝑿′𝑽−𝟏𝑿]

−𝟏
𝑿′𝑽−𝟏) (𝑰 −

𝜌𝑾)𝒚] −
𝑛

2
ln(2𝜋) + ln |𝑰 − 𝜌𝑾|  

ln(𝐿(𝑽, 𝜌))𝑅𝐸𝑀𝐿 = ln(𝐿(𝑽, 𝜌))𝑀𝐿 −
1

2
ln|𝑿′𝑽−𝟏𝑿| +

𝑝

2
ln(2𝜋) 

(19) 

 

2.6 Data 

This study uses data from The Ministry of Health of the Republic of Indonesia, the Directorate General 

of Disease Prevention and Control, the Central Bureau of Statistics, and the Regional System Information 

and Basis Data Management of National Planning Development Agency. Data covers the number of HIV 

cases and the factors from 390 districts/cities in Indonesia in 2018. Table 1 shows the response variable and 

the explanatory variables used in this study [20]. 

Table 1. List of variables used in the study 

Variable Description 

Y The number of HIV cases (per 100,000 population) 

X1 The  number of HIV cases in pregnant women (per 100,000 population) 



BAREKENG: J. Math. & App., vol. 17(1), pp. 0527-0536, March 2023.     531 

 

 

X2 General Population (per 100,000 population) 

X3 The number of Tuberculosis patients (per 100,000 population) 

X4 Percentage of poor people 

X5 Percentage of unemployment 

 

2.7 Research Procedures 

1. Data exporation 

2. Form spatial weighting matrix and optimizing its parameters 

3. Perform lagrange multiplier test and Breusch-Pagan test 

4. Determine the best number of nodes for polynomial degree 1, 2, and 3. Optimization based on the 

minimum GCV value won't do because the resulting models tend to have singular matrices. 

Therefore, the number of nodes is determined using the Relative Deviation of GCV (RDGCV) value 

obtained from the smoothing spline between the Y variable and the nonlinear variable. The GCV 

value is calculated based on the equation as follow: 

𝐺𝐶𝑉(𝜆) =  
𝑀𝑆𝐸(𝜆)

[1 −
𝑡𝑟(𝑯(𝝀))

𝑛
]

2,   

𝑤𝑖𝑡ℎ 𝑀𝑆𝐸(𝜆) =
1

𝑛
∑ (𝑦𝑖 − 𝑓(𝑋, �̂�))

2
𝑛
𝑖=1 𝑎𝑛𝑑  𝑯(𝝀) = 𝑿(𝑿′𝑿 + 𝜆𝑫)−1𝑿′. 

(20) 

The Relative Deviation of GCV is calculated based on the equation as follows: 

𝑅𝐷𝐺𝐶𝑉𝑖 =
𝐺𝐶𝑉𝑖 − 𝐺𝐶𝑉𝑖−1

𝐺𝐶𝑉𝑖−1
 (21) 

with 𝐺𝐶𝑉𝑖 is the GCV value with 𝑖 nodes, and 𝐺𝐶𝑉𝑖−1 is the GCV value with 𝑖 − 1 nodes. If  𝑅𝐷𝐺𝐶𝑉𝑖 

value is low, the addition of nodes does not significantly increase the GCV value, so the number of 

nodes that is better used is 𝑖 − 1. 

5. Form PS-SAR models of degrees 1, 2 and 3 with the best number of spline nodes according to 

RDGCV. 

6. Evaluate PS-SAR models based on 𝜌 value, MSE, MAPE, and Pseudo R2. 

 

 

3. RESULTS AND DISCUSSION 

3.1. Data Exploration 

Indonesia is an epidemic area of HIV disease with the 3rd highest number of positive cases in Asia 

Pacific. Based on the data, the distribution of the number of HIV cases per 100,000 population is presented 

in Figure 1. Based on Figure 1, most districts/cities in Indonesia are in a low category, namely under 35 

cases per 100,000 population. There are zero HIV cases in a total of 125 districts/cities. The province with 

the highest number of districts/cities with zero HIV cases is Papua Barat Daya Province which is 66.67% or 

4 of 6 districts/cities have zero HIV cases. The district with the highest rate of HIV cases is Nabire District, 

Central Papua Province with 534.07 cases per 100,000 population. The district with the lowest rate of HIV 

cases is Langkat District, North Sumatera with 0.10 cases per 100,000 population. Table 2 present descriptive 

statistics on the number of HIV cases per 100,000 population. 

 

Table 2. Summary of HIV data 

Statistics Value 

Minimum 0,10 

Median 10,41 

Mean 21,76 

Maximum 534,07 

Variance 167,66 

 



532 Pigitha, et. al.     APPLICATION OF PENALIZED SPLINE-SPATIAL AUTOREGRESSIVE MODEL…  

 

 
Figure 1. Thematic map of the number of HIV cases per 100,000 population 

 

3.2 Spatial Weigth Matrix 

This study applies the KNN matrix, the distance band matrix, the inverse distance matrix, and the 

negative exponential distance matrix. This study also optimizes the matrix parameters. The optimized 

parameters are the 𝑘 parameter or number of neighbors in the KNN matrix, the optimum distance parameter 

on the distance band matrix, the 𝛼 parameter or the inverse power on the inverse distance matrix, and the 𝑘 

parameter on the negative exponential distance matrix. Optimum parameter evaluation is carried out based 

on the statistical results of the Lagrange Multiplier (LMlag) test and its significance value (p-value). Table 3 

provides a summary of the evaluation outcomes of the spatial weighting matrix. Based on Table 3, the matrix 

with the highest LMlag test statistical value and the most significant p-value is the distance band matrix. 

Therefore, further analyses in this study use the distance band matrix. 

 
Table 3. Summary of the evaluation outcomes of the spatial weighting matrix 

Matrix Parameter LMlag p-value 

KNN 𝑘 = 7 4.94 0.03 

DBM 𝑑𝑚𝑎𝑥 = 327.824 5.27 0.02 

IDM 𝛼 = 1 1.06 0.30 

NEDM 𝑘 = 0.5 0.26 0.61 

 

3.3 Spatial Effects Test 

Spatial effects between locations can be caused by spatial dependencies and spatial heterogeneity [1]. 

This study uses the Lagrange Multiplier (LM) test to evaluate spatial dependency and the Breusch-Pagan 

(BP) test to evaluate spatial heterogeneity. Table 4 shows the results of the LM test and BP test. Based on 

Table 4, the p-value of the LM and BP test is less than α = 5%. In conclusion, there is an effect of spatial 

dependency and spatial heterogeneity. 

 
Table 4. The Results of the LM test and BP test 

Test Statistical result p-value 

LM 5.27 0.02 

BP 133.98 < 2.2 × 10−16 

 

3.4 Optimization of The Number of Spline Nodes 

This study optimizes the number of spline nodes based on the Relative Deviation of GCV (RDGCV). 

The optimization is for models with spline degrees 1, 2, and 3. Table 5 presents a summary of the RDGCV 
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optimization results for each spline degrees. Based on Table 5, the number of nodes used is the number of 

nodes that have the optimum RDGCV minus 1. For example, for a degree of spline 1, variable X1 is divided 

into six nodes while X2, X3, X4, and X5 are divided into five nodes. Figure 2 presents a spline smoothing 

plot with the optimal number of vertices for the degree of spline 𝑚 = 1. 

 
Table 5. Summary of the RDGCV Optimization Results for Each Spline Degrees 

Model Variable Degree Node GCV RDGCV 

Model 1 

X1 1 7 610.78 4.11 × 10−3 

X2 1 6 1187.31 4.76 × 10−4 

X3 1 6 823.51 8.67 × 10−3 

X4 1 6 1637.90 5.26 × 10−5 

X5 1 6 1588.70 9.57 × 10−4 

Model 2 

X1 2 9 522.35 4.60 × 10−5 

X2 2 8 1139.95 2.64 × 10−3 

X3 2 6 596.61 1.42 × 10−4 

X4 2 10 1625.10 5.32 × 10−4 

X5 2 10 1581.30 9.57 × 10−5 

Model 3 

X1 3 6 417.11 1.32 × 10−3 

X2 3 8 1114.84 1.69 × 10−4 

X3 3 6 538.33 1.60 × 10−4 

X4 3 9 1621.30 2.35 × 10−5 

X5 3 6 1578.40 7.06 × 10−5 

 
Figure 2. Smoothing spline plot of variable X with Y at spline degree m=1 

 

3.5 Model Comparison 

The PS-SAR model is formed with distance band matrices, number of nodes, and degrees according to 

the optimization in Table 5. Models are compared based on the estimated value of 𝜌, p-value of 𝜌, MSE, 

MAPE, and Pseudo R-square. Table 6 provides the result of the comparison criteria. Based on Table 6, the 

estimated value of ρ in the PS-SAR model is close to the standard SAR model. In addition, the MSE and 

MAPE values of the PS-SAR model are already smaller than the classic regression and the SAR model. This 

indicates that the prediction results of the PS-SAR model are better. Based on the Pseudo R-Square value, 

the PS-SAR model has provided a higher Pseudo R-Square value than the classic regression model and SAR 

model so that the PS-SAR model better describes the diversity of the data. Based on the comparison of 𝜌 

values, the p-value of 𝜌, MSE, and R-Square, the best PS-SAR model is the PS-SAR model with a spline 

degree of 2. 
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Table 6. Model Comparison 

Model 𝝆 p-value 𝝆 MSE MAPE R-Square 

Classic regression - - 243.52 144.02 85.36% 

SAR 0.21 0.02 239.85 144.77 85.58% 

Model 1 0.17 0.05 186.35 108.99 88.80% 

Model 2 0.18 0.03 181.45 116.85 89.09% 

Model 3 0.18 0.03 185.46 115.87 88.85% 

 

 
4. CONCLUSIONS 

The PS-SAR model is better at predicting the number the number of HIV cases than the classic 

regression model and the standard SAR model. The best spatial weight matrix used is the distance band 

matrix. The best PS-SAR model used is the PS-SAR model with a spline degree of 2. 
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