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ABSTRACT 

Article History: 
Fluctuating gold prices can have an impact on various sectors of the economy. Some of the 

impacts of rising and falling gold prices are inflation, currency exchange rates, and the value 

of the Bank Indonesia benchmark interest rate (BI Rate). The data was taken from the 

Indonesian Central Statistics Agency's official website (BPS) for the Bank Indonesia benchmark 

interest rate (BI Rate) value. Therefore, research on the value of the Bank Indonesia benchmark 

interest rate (BI Rate) is essential with the gold price as a control. The purpose of this study is 

to forecast the value of the Bank Indonesia reference interest rate (BI Rate) with a transfer 

function model where the input variable used is the price of gold and forecast the value of the 

Bank Indonesia benchmark interest rate (BI Rate) with the ARIMA model. The analysis results 

show that the best model for forecasting the Bank Indonesia reference interest rate (BI Rate) is 

a transfer function model with a value of 𝑏 = 1, 𝑠 = 0, 𝑟 = 2, and a noise series model 
(𝑝𝑛 , 𝑞𝑛) = ( 1,0) with the MAPE value is 17.7723%. 
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1. INTRODUCTION 

Gold is one of the precious metals used as an investment destination because its value tends to increase 

from time to time [1]. Although this value tends to increase, the price of gold is very volatile, impacting 

several economic factors, one of which is the Bank Indonesia benchmark interest rate (BI Rate) [2]. The BI 

Rate itself is a policy interest rate whose fluctuating changes affect economic activity and create uncertainty, 

hence the need for further analysis. The price of gold and the BI Rate are cases whose value depends on time, 

so this is a time series case. The analysis that can be used as consideration for investors and Bank Indonesia 

to forecast the benchmark interest rate based on the price of gold is the autoregressive moving average and 

the transfer function. 

Time-series data analysis is a statistical analysis method whose data considers time. This data is often 

found in data related to the economy, such as gold prices and BI rates. The autoregressive integrated moving 

average is a time-series data analysis method suitable for forecasting large amounts of data [3], [4]. Previous 

research on autoregressive integrated moving averages is in Sofro et al., who used the model on COVID-19 

data in Indonesia [5]. Other research related to autoregressive integrated moving averages is also used to 

compare the results of the model’s goodness against forecasting against the long short-term memory model 

see [6]. 

Furthermore, the value of the Bank Indonesia benchmark interest rate (BI Rate) can be forecasted using 

the transfer function [7], [8]. Research related to transfer functions is in [9], which examines the accuracy of 

the transfer function and vector autoregressive models in currency exchange rates. The transfer function 

forecasts the Bank Indonesia benchmark interest rate (BI Rate) if the value of gold prices fluctuates. This 

study chose these two methods to consider the need for more research on the transfer function model used in 

forecasting time series data for the economic field, especially the Bank Indonesia benchmark interest rate (BI 

Rate). 

 Gold price fluctuations impact several economic sectors, such as the global index and macroeconomic 

[10]. In addition, the volatile gold price has also resulted in stock market volatility, inflation, and the exchange 

rate in Indonesia [11]. On the other hand, the Bank Indonesia benchmark interest rate (BI Rate) affects the 

poverty rate due to its inflationary effect. Therefore, these two issues were selected in this study. Based on 

these problems, an advanced statistical analysis needs to be carried out to determine how the two influence 

each other and how the forecasting results are carried out. Based on previous research, this study has two 

statistical models (the autoregressive moving average and transfer function) with reasonable accuracy. 

This research chooses the autoregressive moving average model because, based on previous research, 

this model has good forecasting accuracy, see in [12]–[14]. On the other hand, further research related to the 

influence of other factors on a variable is significant in the field, especially economics. One model approach 

in statistics that can provide this is the transfer function. This model can determine the influence of variables 

and predict well according to previous research on [15], [16]. Therefore, this study chose to compare the 

accuracy of the autoregressive moving average and the transfer function model was chosen to estimate the 

value of the Bank Indonesia benchmark interest rate (BI Rate) to assist the government in making decisions 

on its monetary policy. 

2. RESEARCH METHODS 

2.1 Autoregressive Moving Average 

The autoregressive moving average is a univariate time series forecasting method that combines the 

autoregressive and moving average models for non-stationary data [5], [17]. The autoregressive moving 

average method can also overcome the problems with multivariate models. In general, the autoregressive 

moving average method can be written as 𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞), where 𝑝 is the order of the autoregressive model, 

𝑞 is the order of the moving average model, and 𝑑 is the number of differentiators so, that it becomes 

stationary data. In general, the autoregressive moving average equation with the backshift method can be 

written as follows: 

 

𝜙𝑝(𝐵)(1 − 𝐵)𝑑𝑌𝑡 = 𝜃𝑞(𝐵)𝑒𝑡                                                         (1) 
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Where 𝜙𝑝 is an autoregressive process with 𝜙𝑝(𝐵) = (1 − 𝜙1𝐵 − 𝜙2𝐵2 − ⋯ − 𝜙𝑝𝐵𝑝), 𝜃𝑞(𝐵) is a 

moving average process with 𝜃𝑞(𝐵) = (1 + 𝜃1𝐵 + 𝜃2𝐵2 + ⋯ + 𝜃𝑞𝐵𝑞), and 𝑒𝑡 is the residual [18]. 

2.2 Transfer Function 

The transfer function is a time series forecasting method that aims to predict future time series data 

(output time series data or 𝑌𝑡) based on past values (input time series data or 𝑋𝑡) [19]. In general, the transfer 

function equation can be written as follows: 

𝑌𝑡 =
𝜔𝑠(𝐵)

𝛿𝑟(𝐵)
𝑥𝑡−𝑏 +

𝜃𝑞(𝐵)

𝜙𝑝(𝐵)
𝑎𝑡                                                         (2) 

Where 𝜔𝑠(𝐵) = 𝜔0 − 𝜔1𝐵 − 𝜔2𝐵2 − ⋯ − 𝜔𝑠𝐵𝑠 and 𝛿𝑟(𝐵) = 1 − 𝛿1𝐵 − 𝛿2𝐵2 − ⋯ − 𝛿𝑟𝐵𝑟 [20], 

[21]. In general, modelling using a transfer function with input 𝑋𝑡 and output 𝑌𝑡 has several stages as follows 

[8], [22]: 

- Preprocessing data 

Prepare the data by specifying the input variable 𝑋𝑡 and the output variable 𝑌𝑡, checking the data's 

stationery, and performing the process for the stationary of the data if the data is not stationary. 

- Pre-whitening input series 

Eliminates the 𝑋𝑡 input series pattern so that only white noise is produced. For example, the pre-whitening 

result on the input series 𝑋𝑡 is 𝛼𝑡. The equation 𝛼𝑡 can be written as follows: 

𝛼𝑡 =
𝜙𝑥(𝐵)

𝜃𝑥(𝐵)
𝑥𝑡                                                         (3) 

- Pre-whitening the output series 

The output series pre-whitening used is the result of the input series pre-whitening. Pre-whitening the 

output array does not necessarily produce in a white noise output series. Suppose the pre-whitening result 

in the 𝑌𝑡 output series is 𝛽𝑡. The equation 𝛽𝑡 can be written as follows: 

𝛽𝑡 =
𝜙𝑥(𝐵)

𝜃𝑥(𝐵)
𝑦𝑡                                                         (4) 

Calculating cross-correlation function 

The cross-correlation function detects the strong relationship between the results of pre-whitening the 

input series 𝛼𝑡 and the pre-whitening output series 𝛽𝑡. The cross-correlation equation of the two series can 

be written as follows: 

𝑟𝑥𝑦(𝑘) = �̂�𝑋𝑌 =
𝐶𝑋𝑌(𝑘)

√𝐶𝑋𝑋(0)𝐶𝑌𝑌(0)
=

𝐶𝑋𝑌(𝑘)

𝑆𝑋𝑆𝑌
                               (5) 

Where 𝑘 is the time lag, where 𝑘 = 0, ±1,2, … and 𝐶𝑥𝑦(𝑘) is the cross-covariance between two variables 

and the value of 𝐶𝑥𝑦(𝑘) can be calculated using the following equation: 

𝐶𝑥𝑦(𝑘) =
1

𝑛
∑ (𝑋𝑡 − 𝑋)(𝑌𝑡+𝑘 − 𝑌)𝑛−𝑘

𝑡=1                             (6) 

- Direct assessment of impulse response weight 

Direct estimation of the impulse response weight or 𝑣𝑘 with cross-correlation between the input and output 

series that have been pre-whitened (𝑟𝛼𝛽) can be calculated using the following equation: 

𝑣𝑘 =
𝑟𝛼𝛽(𝑘)𝑆𝛽

𝑆𝛼
                                                         (7) 

- Determination of 𝑏, 𝑟, 𝑠, for the transfer function model 

𝑏: delay logged on 𝑥𝑡−𝑏 

𝑠: how long the output series is affected by the input series 

𝑟: how long the 𝑡-time output series is affected by the 𝑘 − 𝑡-time output series 

𝑦𝑡 =
𝜔𝑠(𝐵)

𝛿𝑟(𝐵)
𝑥𝑡−𝑏 +

𝜃𝑞(𝐵)

𝜙𝑝(𝐵)
𝑎𝑡                                             (8) 
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- Preliminary testing of noise series 

𝑛𝑡 = 𝑦𝑡 − 𝑣(𝐵)𝑥𝑡 = 𝑦𝑡 − 𝑣0𝑥𝑡 − 𝑣1𝑥𝑡−1 − ⋯ − 𝑣𝑔𝑥𝑡−𝑔   (9) 

- Determination of the value (𝑝𝑛, 𝑞𝑛) for the 𝐴𝑅𝐼𝑀𝐴(𝑝𝑛, 0, 𝑞𝑛) model of the residual 

𝜙𝑛(𝐵)𝑁𝑡 = 𝜃𝑛(𝐵)𝑎𝑡                                           (10) 

The 𝐴𝑅𝐼𝑀𝐴(𝑝𝑛, 0, 𝑞𝑛) model can be seen by identifying the ACF and PACF plots and the EACF value 

of the residuals. 

2.3 Accuracy 

1. Akaike Information Criterion (AIC) 

The Akaike information criterion measures the model’s goodness, where the best model chosen is the 

model with the smallest AIC value. The AIC value can be calculated using the following equation: 

𝐴𝐼𝐶 = 2𝑘 − 2 𝑙𝑛 (𝐿)                                           (11) 

Where 𝑘 is the model’s parameter and 𝐿 is the maximum value of the likelihood function used to estimate 

the model [23], [24]. 

2. Mean Absolute Percentage Error (MAPE) 

The mean absolute percentage error is the percentage of error forecasting results to the actual value in a 

certain period. The percentage value of this error can be calculated using the equation [25], [26]: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑌𝑡−�̂�𝑡

𝑌𝑡
| × 100% 𝑛

𝑡=1                                  (12) 

2.4 Data Description 

The data used in this study is secondary data, namely data taken from the official website of the 

Indonesian Central Statistics Agency (BPS) for the value of the Bank Indonesia benchmark interest rate (BI 

Rate) and the price of gold in Indonesia from price-gold.org per month. The data taken is 100 observations 

or data taken from April 2012 to July 2020. This research also uses R to model the data. 

This research is divided into two methods, namely ARIMA and transfer function. For the ARIMA 

model, the variable used for modeling is the Bank Indonesia benchmark interest rate (BI Rate) value. As for 

the transfer function method, the variable used as the input series 𝑋𝑡 is the price of gold, while the 𝑌𝑡 variable 

used as the output series is the value of the Bank Indonesia benchmark interest rate (BI Rate). 

3. RESULTS AND DISCUSSION 

The case study used in this research is data on gold prices and the value of the Bank Indonesia 

benchmark interest rate (BI Rate). This data is time-series data, where visually, this time-series data pattern 

is shown in Figure 1 and Figure 2. 

  
Figure 1. Time-series plot of gold prices  
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Figure 2. Time-series plot of BI rate  

The input series, namely the price of gold (𝑋𝑡), is first modelled using ARIMA. Because the data used 

is data that contains trend patterns, the differencing process is carried out once. The results of the one-time 

differencing show that the data is stationary, which can be continued to determine the candidate model where 

the ACF and PACF plots of differencing results are shown in Figure 3 and Figure 4. 

  
Figure 3. ACF plot of the first difference of gold prices training dataset 

  
Figure 4. PACF plot of the first difference of gold prices training dataset 

ARIMA model candidates from the gold prices or the 𝑋𝑡 input series are presented in Table 1. 

Table 1. Candidates model of ARIMA model 

candidate model coefficient of parameter AIC 

𝐴𝑅𝐼𝑀𝐴(0,1,1) 
𝜃=−0.2888 

𝜇=−5.6114 
811.64 

𝐴𝑅𝐼𝑀𝐴(1,1,0) 
𝜙=   0.2930 

𝜇=−5.6475 
811.68 

𝐴𝑅𝐼𝑀𝐴(1,1,1) 

𝜙=   0.1590 

𝜃=−0.1510 

𝜇=−5.6464 
813.37 

                  Data source: the output of estimation parameter from the R program 

Based on Table 1, the best ARIMA model obtained is 𝐴𝑅𝐼𝑀𝐴(0,1,1) with the smallest AIC value of 

811.64. This best model is then performed residual diagnostics and fulfils the assumption of residual white 

noise. Then pre-whitening the 𝑋𝑡 input series by changing the 𝑋𝑡 series to an 𝛼𝑡 series where the value of 𝛼𝑡 

is as follows: 
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𝛼𝑡 = 𝑒𝑡 − 𝑋𝑡 − 𝑋𝑡−1 + 0.2888𝑒𝑡−1 

Pre-whitening the input series 𝑋𝑡 is also applied to pre-whitening the output series 𝑌𝑡, using the input 

series 𝑋𝑡 model 𝐴𝑅𝐼𝑀𝐴(0,1,1). The results of pre-whitening the output series 𝑌𝑡, namely 𝛽𝑡, are as follows: 

𝛽𝑡 = 𝑒𝑡 − 𝑌𝑡 − 𝑌𝑡−1 + 0.2888𝑒𝑡−1 

The results of pre-whitening the input series 𝛼𝑡 and the output series 𝛽𝑡 are then calculated for the 

cross-correlation. The results of the cross-correlation between the two are presented in Figure 5. 

  
Figure 5. Cross-correlation plot between 𝜶𝒕 and 𝜷𝒕 

Based on the cross-correlation plot above, it can be obtained that it is significant for the first time in 

the first lag, thus indicating 𝑏 = 1, 𝑠 = 0 and 𝑟 = 2. The value of the order 𝑟 is obtained by matching the 

cross-correlation plot with the impulse function. In addition, the value of 𝑏 = 1 can be interpreted as follows. 

Namely, a one-month delay before the gold prices (input series 𝑋𝑡) affects the value of the BI rate (output 

series 𝑌𝑡). 

The transfer function model obtained based on the 𝑏, 𝑠, and 𝑟 orders is then checked for residuals using 

the ACF, PACF, and EACF values to determine the order (𝑝𝑛, 𝑞𝑛). The best transfer function model is 

determined based on the smallest AIC value and significant model parameters. The best transfer function 

model is the transfer function model with (𝑏, 𝑟, 𝑠) = (1,2,0) and the noise series model (𝑝𝑛, 𝑞𝑛)  = (1,0). 

The model formed is as follows: 

𝑌𝑡 =
𝜔𝑠(𝐵)

𝛿𝑟(𝐵)
𝑥𝑡−𝑏 +

𝜃𝑞(𝐵)

𝜙𝑝(𝐵)
𝑎𝑡 

𝑌𝑡 =
𝜔0(𝐵)

𝛿2(𝐵)
𝑥𝑡−1 +

𝜃0(𝐵)

𝜙1(𝐵)
𝑎𝑡 

𝑌𝑡 =
1

1 + 𝛿1𝐵 + 𝛿2𝐵2
𝑥𝑡−1 +

1

(1 − 𝜙1𝐵)
𝑎𝑡 

𝑌𝑡 =
1

1 + 0.39027𝐵 + 0.43043𝐵2
𝑥𝑡−1 +

1

(1 − 0.99891𝐵)
𝑎𝑡 

The transfer function model (𝑏, 𝑟, 𝑠) = (1,2,0) and the noise series model (𝑝𝑛, 𝑞𝑛) = (1,0) were then 

carried out diagnostic tests for residuals and fulfilled the assumption of residual white noise. This transfer 

model is then compared with the standard ARIMA model to predict the value of the Bank Indonesia 

benchmark interest rate (BI Rate), where the results of the forecasting accuracy of the two models are 

presented in Table 2. 

Table 2. Accuracy of transfer function model and ARIMA model 

Accuracy ARIMA Transfer Function 

RMSE 5.271958 1.074888 

MASE 49.69294 7.846724 

MAE 5.230835 0.825970 
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Accuracy ARIMA Transfer Function 

MAPE 99.6623 17.7723 

                             Data source: the output of accuracy from the R program 

Based on the accuracy of the forecast results of the two models, it can be obtained that the accuracy of 

the data model using the transfer function has greater accuracy than that modelled using the ARIMA model. 

This accuracy can be seen from the accuracy of the RMSE, MASE, MAE, and MAPE transfer function 

smaller than ARIMA. 

4. CONCLUSIONS 

Based on the analysis that has been done, the best model obtained is the transfer function model with 

a value of 𝑏 = 1, 𝑠 = 0, 𝑟 = 2, and the noise series model (𝑝𝑛, 𝑞𝑛) = (1,0). In addition, the transfer function 

model produces a better forecasting value than the ARIMA model, with a smaller accuracy value of 

0.1777233 based on the MAPE value. The results of this analysis can be used as a reference in the application 

of the transfer function method and its accuracy results compared to the ARIMA model. For further research, 

it is expected to be able to use time-series data containing seasonal patterns. 
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