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ABSTRACT 

Article History: 
Unemployment is a serious issue that must be addressed. Unemployment has a negative impact 

on the national economy, making economic growth unpredictable. In 2015, Indonesia was 

ranked third with the highest unemployment rate in ASEAN. It is estimated that the 

unemployment rate in each province of Indonesia is influenced by the surrounding provinces. 

Therefore, spatial modelling on panel data with Least Square Dummy Variable (LSDV) is 

needed to identify factors that influence unemployment in Indonesia. The data used is Open 

Unemployment Rate (OUR) data, and influencing factors are population, average length of 

schooling, Gross Regional Domestic Product (GRDP) rate, and Human Development Index 

(HDI) in 34 provinces of Indonesia from 2015 to 2020. Spatial model on panel data with 

appropriate LSDV for OUR data arethe  Spatial Autoregressive Model (SAR) and Spatial Error 

Model (SEM). The SAR model with fixed effects has an 𝑅2 value of 90.289%, which is greater 

than the SEM model with fixed effects (82.708%) and LSDV model (87.864%). The root mean 

square error value for SAR model with fixed effects is 0.58951, less than SEM model with fixed 

effects (0.78669) and LSDV model (0.65903). The best model is the SAR model with fixed effects. 

Based on this model, the factors that influence OUR in Indonesia from 2015-2020 are obtained, 

namely the rate of GRDP and HDI. 
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1. INTRODUCTION 

Unemployment is still a socio-economic problem that must be solved by the state apart from poverty. 

An unemployed is not working but is looking for work. The Open Unemployment Rate (OUR) is one 

indicator to see the unemployment rate [1]. Therefore, to formulate an effective public policy to reduce 

unemployment, it is necessary to know the factors that influence OUR in Indonesia [2].  

The unemployment rate is influenced by several factors, including the population, education in this 

case the average length of schooling, Gross Regional Domestic Product (GRDP), and the Human 

Development Index (HDI). Previous research on OUR by Arjun et al (2019) found that the average length of 

schooling, labor force participation rate, percentage of the poor, the rate of economic growth, and the number 

of large industries had an effect on OUR in Kalimantan [3]. According to the results of research by 

Palindangan and Bakar (2021) HDI has a significant effect on OUR in Mimika Regency [4]. Handayani's 

research (2019) shows that the population, education, minimum wage, and GRDP together have a significant 

influence on the open unemployment rate in Central Java Province [5]. When observing a problem, it is not 

enough to only observe one time at the same time, but observe at several periods. Panel data regression 

analysis is one approach that includes the effect of time on the model [6].  

Approach methods for estimating panel data regression models include pooled Ordinary Least Square 

[7], and Least Square Dummy Variable (LSDV). Pooled Ordinary Least Square (OLS) is the simplest way to 

estimate model parameters by combining time series data and cross-section data, pooled OLS estimates do 

not differentiate between time series and between cross-sections [8]. LSDV regression model can be used to 

explain individual heterogeneity through dummy variables [9]. In addition to using panel data, spatial analysis 

is needed to overcome heterogeneous errors caused by inter-regional linkages.  

Spatial analysis is an analysis that incorporates the influence of the region into the model. To 

incorporate the influence or regional effects into the model, a spatial weighting matrix is required. The 

weighting matrix is obtained from neighboring or distance information. Indonesia consists of 34 provinces in 

the form of islands, so the appropriate weighting matrix is the inverse distance matrix, which is the weight of 

the distance between an area and the surrounding area by the distance between the two regions [10]. Spatial 

regression has various methods including the Spatial Autoregressive Model (SAR) and the Spatial Error 

Model (SEM). SAR has a dependence on the response variable and SEM has a dependence on errors between 

locations. The parameter estimation used to estimate the SAR and SEM parameters is Maximum Likelihood 

Estimation (MLE) and both models require a weighting matrix [6]. These two methods are often used for 

OUR problems.  

A previous study on spatial modeling of panel data to determine factors that affect health in Papua 

Province by Ira Rosianal Hikmah and Yulial Hikmah (2020), found that the SAR panel model with fixed 

effects proved to be better than the regular panel model [11], contrast to this research focuses on spatial panel 

data with LSDV to determine the factors that influence OUR in Indonesia. Research by Reydita (2020) on 

spatial analysis of panel data on the human development index in West Java Province and Banten Province. 

Reydita (2020) found that the best spatial model for panel data is a SAR fixed effect model using a queen 

contiguity spatial weighting matrix without transformation [12]. In this study, spatial modeling of panel data 

with LSDV will be carried out. So that through the spatial model on panel data with LSDV obtained it will 

be known what factors have a significant effect on OUR in Indonesia from 2015 to 2020. This is expected to 

help the government to overcome the problem of unemployment in Indonesia. 

2. RESEARCH METHODS 

The data used in this study is secondary data, namely data sourced from the website of the Central 

Statistics Agency (https://bps.go.id/) from 2015-2020. Research variables consist of response variables and 

predictor variables. The response variable in this study is the Open Unemployment Rate (𝒀). The predictor 

variables in this study were the population (𝑿𝟏), the average length of schooling (𝑿𝟐), the rate of Gross 

Regional Domestic Product (𝑿𝟑), and the Human Development Index (𝑿𝟒). 

2.1 Research Procedure 

The procedures performed in the spatial panel data analysis are as follows: 

1. Describe the characteristics of the open unemployment rate variable using a thematic map.  

https://bps.go.id/
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2. Calculating the value of the correlation coefficient of the response variable to the predictor variable. 

3. Modeling panel data. The following are the stages in conducting panel data modeling: 

a. Estimating OLS pooled parameters. 

OLS pooled model Equation (1): 

𝑌𝑖𝑡 =  𝛼 + ∑ 𝛽𝑘𝑋𝑖𝑘𝑡
𝑝
𝑘=1 + 휀𝑖𝑡         (1) 

with 𝑖 = 1,… , 𝑛;  𝑡 = 1,… , 𝑇; and 𝑘 = 1,… , 𝑝  

𝑛 : number of local units 

𝑇  : number of periods 

𝑝 : number of predictor variables 

𝑌𝑖𝑡 : the response variable of local unit i in period t 

𝛼𝑖𝑡  : the intercept of local unit i regression model in period t 

𝛽𝑘  : the slope of the predictor variable k of local unit i in period t 

𝑋𝑖𝑘𝑡 : the k-th predictor variable from local unit i in period t 

휀𝑖𝑡 : error for local i in period t 

Pooled OLS are estimated using the OLS method, in Equation (1) can be written in matrix form 

as follows: 

𝒀 = 𝑿𝜷+ 𝜺 

Estimation of 𝛽: 

𝑺 = 𝜺′𝜺  

𝑺 = (𝒀 − 𝑿𝜷)′(𝒀 − 𝑿𝜷)  
𝑺 = 𝒀′𝒀 − 2𝜷′𝑿′𝒀 + 𝜷′𝑿′𝑿𝜷  

𝑑𝑺

𝑑𝜷
=
𝑑(𝒀′𝒀 − 2𝜷′𝑿′𝒀 + 𝜷′𝑿′𝑿𝜷)

𝑑𝜷
 

𝑑𝑺

𝑑𝜷
= −2𝑿′𝒀 + 2𝑿′𝑿𝜷  

𝑿′𝑿�̂� = 𝑿′𝒀  

        �̂� = (𝑿′𝑿)−1𝑿′𝒀  

�̂� =

[
 
 
 
�̂�
�̂�1
⋮
�̂�𝑘]
 
 
 

  

b. Estimating LSDV parameters. 

LSDV model Equation (2): 

𝑌𝑖𝑡 = 𝛼𝑖 ∑ 𝐷𝑖𝑗
𝑛
𝑗=2 + ∑ 𝛽𝑘𝑋𝑖𝑘𝑡

𝑝
𝑘=1 + 휀𝑖𝑡       (2) 

with 

𝛼𝑖  : regression model intercept 
𝐷𝑖𝑗 : dummy variable from j location. 𝐷𝑖𝑗 is 1 if 𝑗 = 𝑖 and 0 if 𝑗 ≠ 𝑖 

Example of specifying a dummy variable: 

Suppose there are 3 locations 

So that  

𝑖 = 1 and 𝑗 = 1 dummy variable value is 1 (𝐷11 = 1) 
𝑖 = 1 and 𝑗 = 2 dummy variable value is 0 (𝐷12 = 0) 
𝑖 = 1 and 𝑗 = 3 dummy variable value is 0 (𝐷13 = 0) 
𝑖 = 2 and 𝑗 = 1 dummy variable value is 0 (𝐷21 = 0) 
𝑖 = 2 and 𝑗 = 2 dummy variable value is 1 (𝐷22 = 1) 
𝑖 = 2 and 𝑗 = 3 dummy variable value is 0 (𝐷23 = 0) 
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𝑖 = 3 and 𝑗 = 1 dummy variable value is 0 (𝐷31 = 0) 
𝑖 = 3 and 𝑗 = 2 dummy variable value is 0 (𝐷32 = 0) 
𝑖 = 3 and 𝑗 = 3 dummy variable value is 1 (𝐷33 = 1) 

LSDV parameter estimation, in Equation (2) can be written in matrix form as follows: 

𝒀 = 𝑫𝜶 + 𝑿𝜷+ 𝜺 

        = [𝑫 𝑿 ][𝜶 𝜷 ] + 𝜺 

Supposen 𝑴 = [𝑫 𝑿 ] dan 𝜽 = [𝜶 𝜷 ], it can be written as: 

𝒀 = 𝑴𝜽+ 𝜺 

Next look for the estimated parameter 𝜃. Estimation of 𝜃 uses the least squares method by 

minimizing the total square error function.  

𝑺 = 𝜺′𝜺  

𝑺 = (𝒀 −𝑴𝜽)′(𝒀 −𝑴𝜽)  

𝑑𝑺

𝑑𝜽
=
𝑑((𝒀 −𝑴𝜽)′(𝒀 −𝑴𝜽))

𝑑𝜽
 

𝑑𝑺

𝑑𝜽
=

𝑑((𝒀′−𝜽′𝑴′)(𝒀−𝑴𝜽))

𝑑𝜽
  

2 𝑴′𝑴�̂� = 𝑴′𝒀  

So obtained: 

 [𝑫′ 𝑿′ ][𝑫 𝑿 ][𝜶 𝜷 ] = [𝑫′ 𝑿′ ]𝒀  

𝑫′𝑫�̂� + 𝑫′𝑿�̂� = 𝑫′𝒀                               (3) 

𝑿′𝑫�̂� + 𝑿′𝑿�̂� = 𝑿′𝒀                         (4) 

Forming the parameter estimation �̂� using Equation (3) is as follows: 

𝑫′𝑫�̂� + 𝑫′𝑿�̂� = 𝑫′𝒀  

�̂� = (𝑫′𝑫)−1𝑫′𝒀 − (𝑫′𝑫)−1𝑫′𝑿�̂�           (5) 

The parameter estimation from �̂� is obtained by substituting Equation (5) into Equation (4). 

                                                              𝑿′𝑫�̂� + 𝑿′𝑿�̂� = 𝑿′𝒀  

     𝑿′𝑫[(𝑫′𝑫)−𝟏𝑫′𝒀− (𝑫′𝑫)−𝟏𝑫′𝑿�̂�] + 𝑿′𝑿�̂� = 𝑿′𝒀  

     𝑿′𝑫(𝑫′𝑫)−𝟏𝑫′𝒀 + 𝑿′[𝑰 − 𝑫(𝑫′𝑫)−𝟏𝑫′]𝑿�̂� = 𝑿′𝒀  

Suppose 𝑫(𝑫′𝑫)−𝟏𝑫′ = 𝑷, then we get: 

𝑿′𝑷𝒀 + 𝑿′(𝑰 − 𝑷)𝑿�̂� = 𝑿′𝒀  

                                     �̂� = [𝑿′(𝑰 − 𝑷)𝑿]−𝟏𝑿′(𝑰 − 𝑷)𝒀  

c. Testing the significance to determine the combined model or fixed effect model using the Chow test.  

4. Spatial modeling on panel data with LSDV: 

a. Create a spatial weighting matrix using a distance inverse weighting matrix.  

b. Doing spatial autocorrelation testing using the Moran Index method.  

Index Moran Equation (6): 

𝐼 =
𝑛∑ ∑ 𝑊𝑖𝑗(𝑥𝑖−�̅�)(𝑥𝑗−�̅�)

𝑛
𝑗=1

𝑛
𝑖=1

𝑆0∑ (𝑥𝑖−�̅�)
𝑛
𝑖=1

     (6) 

with 

𝑆0 = ∑ ∑ 𝑊𝑖𝑗
∗𝑛

𝑗=1
𝑛
𝑖=1   
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𝑊𝑖𝑗  : elements on a weighting between regions𝑖 and 𝑗 

𝐼 : Moran Index 

𝑥𝑖 : value on location 𝑖 
𝑥𝑗  : value on location 𝑗 

�̅�  : the average of the number of variables or values 

c. Identify spatial patterns using the Lagrange Multiplier lag and Lagrange Multiplier error. 

d. Perform SAR modeling with the following steps:  

i. Finding the value of estimating the parameters of the SAR model using the MLE method. 

ii. Modeling SAR.  

SAR model Equation (7): 

𝑌𝑖𝑡 = 𝜌∑ 𝑊𝑖𝑗𝑌𝑗𝑡
𝑛
𝑗=1 + ∑ 𝛽𝑘𝑋𝑖𝑘𝑡

𝑝
𝑘=1 + 𝛼𝑖 + 휀𝑖𝑡       (7) 

with 

𝜌  : spatial autoregressive coefficient 
𝑊𝑖𝑗  : elements on a weighting between regions 𝑖 and 𝑗, using a distance inverse weighting    

matrix 

𝑌𝑖𝑡 : individual response variable i at the time t 

𝑌𝑖𝑡  : response variable j neighbor location at the time t 

𝛼𝑖  : intercept LSDV location i 
e. Perform SEM modeling with the following steps: 

i. Find the parameter estimator value of the SEM model with the MLE method.  

ii. Modeling SEM. 

SEM model Equations (8): 

𝑌𝑖𝑡 = ∑ 𝛽𝑘𝑋𝑖𝑘𝑡
𝑝
𝑘=1 + 𝛼𝑖 + 

𝑖𝑡
     (8) 

with 


𝑖𝑡
= 𝜆∑ 𝑊𝑖𝑗𝑗𝑡

𝑁
𝑗=1 + 휀𝑖𝑡   


𝑖𝑡

  : the error from individual i spatial autocorrelation and the period t 

𝜆  : spatial autocorrelation coefficient 

f. Selection of the best model by: 

i. Seeing the largest coefficient of determination (𝑅2) [6].  

𝑅2 = 1 −
𝑆𝑆𝐸

𝑆𝑆𝑇
 

dengan  

𝑆𝑆𝐸 = ∑ (𝑦𝑖 − �̂�𝑖)
2𝑛

𝑖=1   

𝑆𝑆𝑇 = ∑ (𝑦𝑖 − �̅�)
2𝑛

𝑖=1   

𝑦𝑖 : the results of the data observation i 

�̂�𝑖 : data prediction results from i 
�̅�  : the average result of data observation 

ii. Look at the smallest Root Mean Squared Error (RMSE) value [18].  

𝑅𝑀𝑆𝐸 = √
∑(𝑦𝑖 − �̂�𝑖)

2

𝑛
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3. RESULTS AND DISCUSSION 

3.1 Description of Unemployment Variable Characteristics with Thematic  

Classification of data distribution is divided into 5 categories, namely very high, high, medium, low, 

and very low. The higher the OUR value in an area is indicated by a darker color gradation. 

 

Figure 1. Thematic map of the open unemployment rate in Indonesia in the period of 2015 to 2020 

Figure 1 shows that there is an annual change in OUR in most provinces of Indonesia. OUR classified 

as very high, marked with a maroon color, was found in the provinces of Banten, West Java, DKI Jakarta, 

Kep. Riau and Maluku. Other provinces marked with light orange colors remain consistent from year to year, 

namely Jambi, East Java, and North Sumatra. This shows that there is a relationship between one region and 

another. According to Tobler's first law, everything is related to everything else, but something closer is more 

influential than something that is far away. 

3.2 Panel Data Analysis 

In this analysis, the Chow test will be carried out with a significance level of 5%. Before doing the test, 

the first thing to do is look for the estimation results of the pooled OLS and LSDV models. The following is 

the estimation result of the pooled OLS model. 

Table 1. Pooled OLS Model Parameter Estimation Results 

Variable Coefficient P-value 

Intercept 9.76379 0.00000 

𝑋1 0.00008 0.00000 

𝑋2 1.95211 0.00000 

𝑋3 -0.10238 0.00018 

𝑋4 -0.29893 0.00000 

𝑅2 0.43210 

Table 1 shows that the overall estimation results of the pooled OLS model are significant at the 5% 

level. There is an inverse relationship between the rate of GRDP (𝑋3), and HDI (𝑋4) to the open 

unemployment rate (𝑌). However, the open unemployment rate has a positive relationship with the population 

(𝑋1), and the average length of schooling (𝑋2). 𝑅2 is worth 43.210% explaining that all predictor variables in 

the model can explain the diversity of data by 43.210% to the response variable. While the remaining 

56.790% is explained by other variables not tested in this study. Furthermore, the parameter estimation of the 

LSDV model is carried out. 
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Table 2. LSDV Model Parameter Estimation Results 

Variable Coefficient P-value 

𝑋1 0.00074 0.01306 

𝑋2 2.99659 0.00114 

𝑋3 -0.10593 0.00000 

𝑋4 -1.11906 0.00000 

𝑅2 0.87864 

Table 2 shows that the overall estimation results for the LSDV model are significant at the 5% level. 

𝑅2 is 87.864% which explains that all predictor variables in the model can explain 87.864% of the data 

diversity for the response variable. The remaining 12.136% is explained by other variables not tested in this 

study. Next, perform the Chow test to determine the best panel data model. The following hypotheses in the 

Chow test: 

Hypotheses: 

𝐻0 : 𝛼1 = 𝛼2 = ⋯ = 𝛼𝑛−1 = 0 (there is no effect of location on the model or the model follows the pooled 

OLS model)  

𝐻1 : there is at least one 𝛼𝑖 ≠ 0 (there are one or more location effects on the model or the model follows the 

LSDV model).  

The test statistics used are:  

𝐹0 =
(𝑅𝑅𝑆𝑆 − 𝑈𝑅𝑆𝑆)/(𝑛 − 1)

𝑈𝑅𝑆𝑆/(𝑛𝑇 − 𝑛 − 𝑝)
 

Test criteria: 

Decision reject 𝐻0 if 𝐹0 > 𝐹𝑛−1,𝑛(𝑇−1)−𝑝 or if p-value < 𝛼 [19]. 

Table 3. Chow Test Results 

F 𝑫𝒇𝟏 𝑫𝒇𝟐 P-value 𝐅𝐭𝐚𝐛𝐥𝐞 

18.51000 33 166 0.00000 1.50674 

Table 3 present the results of the chow test. The results of F0 > F𝑡𝑎𝑏𝑒𝑙 are 18.51000 > 1.50674, 

meaning that 𝐻0 is rejected at the 5% significance level, or in other words the model has one or more 

individual effects (the model follows the LSDV model). So that the panel data regression model produces the 

LSDV model is the best model. Here is the LSDV model: 

𝑦𝑖𝑡 = �̂�𝑖 + 0.00074𝑥1𝑖𝑡 + 2.99659𝑥2𝑖𝑡 − 0.10593𝑥3𝑖𝑡 − 1.11906𝑋4𝑖𝑡 

In the LSDV model, the intercept value for individual units is different and the slope is constant so that 

every 1% increase in population will increase OUR by 0.00074% and a 1% increase in the average length of 

school can also increase OUR by 2.99659%. On the other hand, an increase in GRDP will reduce OUR cases 

by 0.10593% and an increase in HDI by 1% will reduce OUR by 1.11906%. 

3.3 Spatial Autocorrelation Test 

A spatial autocorrelation test is used to determine whether there is a correlation between regions. 

Before performing the autocorrelation test, first make a weighting matrix inverse distance. Spatial weighting 

is an important step in measuring and modeling spatial dependence in area data [20]. Neighborhood 

relationships are formally expressed in an 𝑛 × 𝑛 matrix with elements (𝑊𝑖𝑗) representing the size of the 

relationship between locations 𝑖 and 𝑗. The specification of the spatial weighting matrix begins by identifying 

the neighboring structures of each cell [21]. Mathematically, the calculation of the distance inverse spatial 

weighting matrix is [22]: 

𝑾 = [𝑊𝑖𝑗] =

{
 
 

 
 
0,                        𝑖 = 𝑗

1

𝑑𝑖𝑗

∑
1

𝑑𝑖𝑗

𝑛
𝑗=1

, 𝑖 ≠ 𝑗
 

with 
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𝑑𝑖𝑗 = √(𝑢𝑖 − 𝑢𝑗)
2
+ (𝑣𝑖 − 𝑣𝑗)

2
  

𝑑𝑖𝑗 : location distance i and j 

𝑢𝑖   : longitude location i 

𝑢𝑗  : longitude location j 

𝑣𝑖  : latitude location i 

𝑣𝑗  : latitude location j  

n    : number of individual units/locations 

The following is an example of calculating the spatial distance function for Aceh Province. 

𝑑11 = √(96.94310 − 96.94310)
2 + (4.28439 − 4.28439)2 = 0  

𝑑12 = √(96.94310 − 115.11643)
2 + (4.28439 − (−8.35546))

2
= 22.13675  

⋮  

𝑑134 = √(96.94310 − 99.15446)
2 + (4.28439 − 2.30447)2 = 2.96820  

After calculating the spatial distance function, then calculate the inverse spatial distance weights as follows. 

𝑊𝑖𝑗 = {

0,                        𝑖 = 𝑗
1

𝑑𝑖𝑗

∑
1

𝑑𝑖𝑗

𝑛
𝑗=1

, 𝑖 ≠ 𝑗
  

 𝑊11 = 0 

𝑊12 =

1

𝑑𝑖𝑗

∑
1

𝑑𝑖𝑗

𝑛
𝑗=1

=
1

22.13675

2.35959
= 0.02914  

⋮  

𝑊134 =

1

𝑑𝑖𝑗

∑
1

𝑑𝑖𝑗

𝑛
𝑗=1

=
1

2.96820

2.35959
= 0.14278  

The following is the form of the 𝑾 weighting matrix:   

𝑾 = [

0 𝑊12 … 𝑊134
𝑊21 0 … 𝑊234

⋮ ⋮ ⋱ ⋮
𝑊341 𝑊342 … 0

] 

After obtaining the spatial weighting matrix, then the spatial autocorrelation test was carried out. The 

following are the results of the spatial autocorrelation test. 

The hypothesis for the Moran Index is as follows: 

𝐻0 ∶  𝐼 = 0 (There is no spatial autocorrelation)  

𝐻1 ∶  𝐼 > 0 (There is a positive spatial autocorrelation) or 

𝐻1 ∶  𝐼 < 0 (There is a negative spatial autocorrelation) 

Test Statistics: 

𝑍(𝐼) =
𝐼 − 𝐸(𝐼)

√𝑉𝑎𝑟(𝐼)
   

with   

𝐸(𝐼)      = −
1

𝑛−1
  

𝑉𝑎𝑟(𝐼) =
𝑛2𝑆1−𝑛𝑆2+3𝑆0
(𝑛2−1)𝑆0

2   

𝑆0          = ∑ ∑ 𝑊𝑖𝑗
∗𝑛

𝑗=1
𝑛
𝑖=1   

𝑆1          =
1

2
∑ ∑ (𝑊𝑖𝑗

∗ +𝑊𝑗𝑖
∗)
2𝑛

𝑗=1
𝑛
𝑖=1   

𝑆2          = ∑ (∑ 𝑊𝑖𝑗
∗𝑛

𝑗=1 + ∑ 𝑊𝑗𝑖
∗𝑛

𝑗=1 )
2𝑛

𝑖=1   

Test Criteria: 

Reject 𝐻0 at the significance level 𝛼 = 5% if 𝑍(𝐼) > 𝑍1−𝛼 or 𝑍(𝐼) < −𝑍1−𝛼 or p-value < 𝛼 [23].  
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Table 4. Spatial Autocorrelation Test Results 

 2015 2016 2017 2018 2019 2020 

𝑌 2.12970 1.91630 2.54940 2.63720 3.16030 4.29610 

𝑋1 3.00970 3.01410 3.01860 3.02320 3.02780 3.03250 

𝑋2 0.25803 0.19625 0.23268 -0.03977 -0.18913 -0.10720 

𝑋3 1.57770 2.24290 1.71200 1.17280 2.03250 2.46770 

𝑋4 2.79500 2.84260 2.76060 2.72760 2.60100 2.63220 

Table 4 shows that the number in bold is a variable with a value greater than 𝑍𝑡𝑎𝑏𝑒𝑙 = 1.96 meaning 

that it rejects 𝐻0, i.e., there is a spatial autocorrelation. Variable 𝑌 has a spatial autocorrelation for 2015, 

2017-2020 and no spatial autocorrelation for 2016. The test statistic value is 1.91630 < 1.96, meaning that it 

accepts 𝐻0. Variables 𝑋1 and 𝑋4 for the years 2015-2020 have spatial autocorrelation. Variable 𝑋2 has no 

spatial autocorrelation for each year. Variable 𝑋3 obtains different 𝑍(𝐼), in 2016, 2019 and 2020 𝑍(𝐼) is more 

than 1.96 which means there is a spatial autocorrelation and in 2015, 2017 and 2018 𝑍(𝐼) is less than 1.96 

meaning there is no autocorrelation spatial. The statistical results of the Moran Index test show that the 

variables 𝑌, 𝑋1, 𝑋3 and 𝑋4 have positive autocorrelation. 

3.4 Panel Data Spatial Analysis 

Before doing the spatial modeling of the panel data, first perform the Lagrange Multiplier (ML) test to 

determine the appropriate spatial model of the panel data. 

The hypothesis used in the LM lag is:  

𝐻0 ∶  𝜌 = 0  (No lag spatial dependencies)  

𝐻1 ∶  𝜌 ≠ 0  (There are spatial dependencies lag)  

The test statistics used in LM lag are:  

𝐿𝑀𝜌 =
[
𝒆1×𝑛𝑇
′ (𝑰𝑇×𝑇⊗𝑾𝑛×𝑛)𝒀𝑛𝑇×1

�̂�𝟐
]
𝟐

 

𝐽
 

with 

𝐽 =
1

�̂�2
[(𝒂𝟏

′ 𝒂𝟐𝒂𝟏) + 𝑇𝑇𝑤�̂�
𝟐]  

𝒂𝟏 = (𝑰𝑇×𝑇⊗𝑾𝑛×𝑛)𝑿𝑛𝑇×𝑘�̂�𝑘×1  

𝒂𝟐 = (𝑰𝑛𝑇×𝑛𝑇 − 𝑿𝑛𝑇×𝑘(𝑿𝑘×𝑛𝑇
′ 𝑿𝑛𝑇×𝑘)

−𝟏𝑿𝑘×𝑛𝑇
′ )  

𝑇𝑤 = 𝑡𝑟((𝑾𝑛×𝑛
′ +𝑾𝑛×𝑛)𝑾𝑛×𝑛)  

Test Criteria: 

Decision making on LM lag will reject 𝐻0 if the value of 𝐿𝑀𝜌 > 𝜒(𝛼,1)
2 . While the LM Error test uses the 

following hypothesis test. 

LM hypothesis error: 

𝐻0 ∶  𝛿 = 0 (No error spatial dependencies)  

𝐻1 ∶  𝛿 ≠ 0 (There are spatial dependencies errors)  

The test statistic used in the LM error is:  

𝐿𝑀𝛿 =
[
𝒆1×𝑛𝑇
′ (𝑰𝑇×𝑇⊗𝑾𝑛×𝑛)𝒆𝑛𝑇×1

�̂�𝟐
]
𝟐

 

𝑇 × 𝑇𝑤
 

 

Test Criteria: 

Decision making on LM error will be rejected 𝐻0 if the value of 𝐿𝑀𝛿 > 𝜒(𝛼,1)
2  [24]. 

Table 5. Lagrange Multiplier Test Results 

LM Test Coefficient P-value 𝝌(𝟎.𝟎𝟓,𝟏)
𝟐  

Lag 66.78300 0.00000 
3.84150 

Error 41.46700 0.00000 
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Table 5 shows that the coefficient of LM lag and LM error is greater than the value of Chi-square 

(𝜒(0.05,1)
2 ) which is 66.78300 > 3.84150 and 41.467000 > 3.84150 which means rejecting 𝐻0 or in other words, 

there is a spatial dependence of lag and error so that it can perform SAR and SEM modeling on panel data. 

The SAR model with fixed effect has a dependence on the response variable between locations. The 

following are the results of the SAR model parameter estimation with fixed effects, because the results of the 

chow test in table 3 show the model has one or more individual effects (the model follows the LSDV model). 

Table 6. Estimation Results of SAR Model Parameters with Fixed Effects 

Variable Coefficient |𝒕𝒄𝒐𝒖𝒏𝒕| P-value 

𝜌 0.64246 7.94440 0.00000 

𝑋1 0.00047 1.96130 0.04984 

𝑋2 0.64207 0.84340 0.39903 

𝑋3 -0.05534 3.63400 0.00028 

𝑋4 -0.38645 2.05580 0.03980 

𝑅2 0.90426 

Table 6 shows that the p-value for the variable 𝑋1 is significant at the 5% level, but the value of 

𝑡𝑐𝑜𝑢𝑛𝑡 < 𝑡𝑡𝑎𝑏𝑙𝑒 (1.96130 < 1.97196) means that it is not significant at the 5% level. The results of the p-

value and 𝑡𝑐𝑜𝑢𝑛𝑡 for the variable 𝑋2 are not significant at the 5% significance level. Therefore, the modeling 

was carried out again without involving the 𝑋1 and 𝑋2 variables.  

Table 7. Estimation Results of SAR Model Parameters (Without 𝑿𝟏 and 𝑿𝟐) with Fixed Effect 

Variable Coefficient P-value 

𝜌 0.68813 0.00000 

𝑋3 -0.05707 0.00001 

𝑋4 -0.16931 0.00262 

𝑅2 0.90289 

Table 7 shows that the results of the p-value of the variables 𝑋3 and 𝑋4 are significant at the 5% 

significance level. So that the variables 𝑋3 and 𝑋4 can be included in the SAR model with a fixed effect. 

Next, we estimate the parameters of the SEM model with fixed effects. The following are the results of the 

estimation of the parameters of the SEM model with fixed effects. 

Table 8. The Result of Parameter Estimation of SEM Model with Fixed Effect 

Variable Coefficient P-value 

𝜆 0.79141 0.00000 

𝑋1 0.00027 0.27630 

𝑋2 0.04465 0.96047 

𝑋3 -0.05301 0.00192 

𝑋4 -0.55371 0.02350 

𝑅2 0.83569 

Table 8 shows that the p-value of the variables 𝑋1 and 𝑋2 is not significant at the 5% significance 

level. The modeling is done again without involving 𝑋1 and 𝑋2 variables. The following is the result of 

parameter estimation without variables 𝑋1 and 𝑋2. 

Table 9. Estimation Results of SEM Model Parameters (Without 𝑿𝟏 and 𝑿𝟐) with Fixed Effect 

Variable Coefficient P-value 

𝜆 0.05536 0.00000 

𝑋3 -0.05237 0.00219 

𝑋4 -0.53508 0.00196 

𝑅2 0.82708 

The p-value results from Table 9 shows that the variables 𝑋3 and 𝑋4 are significant at the 5% 

significance level. Therefore, these variables can be included in the model. 
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3.5 Evaluation Model 

Model evaluation was carried out to select the best panel data spatial model based on the value of 𝑅2 

and Root Mean Square Error (RMSE). The results of the evaluation of the best models are presented in Table 

10. 

Table 10. Best Evaluation Model  

Model 𝑹𝟐 RMSE 

LSDV 0.87864 0.65903 

SAR with fixed effect 0.90289 0.58951 

SEM with fixed effect 0.82708 0.78669 

Table 10 shows the results of 𝑅2 SAR with fixed effects that are greater than the LSDV and SEM 

models with fixed effects, namely 0.90289 > 0.87864 and 0.90289 > 0.82708 and the RMSE value of the 

SAR model with fixed effects are less than the LSDV and SEM models with fixed effects, namely 0.58951 

< 0.65903 and 0.58951 < 0.78669. So that the spatial model of panel data with the best LSDV is the SAR 

model with fixed effects. 

SAR model with fixed effects: 

�̂�𝑖𝑡 = 0.68813∑𝑊𝑖𝑗𝑌𝑗𝑡

34

𝑗=1

− 0.05707𝑋3𝑖𝑡 − 0.16931𝑋4𝑖𝑡 + �̂�𝑖 

The SAR model with fixed effects assumes that other variables are constant so that a 1% increase in 

the rate of GRDP reducing the number of OUR cases by 0.05707% and an increase of 1% in HDI can also 

reduce the number of OUR cases by 0.16931% with the influence of each province that surrounds it by the 

coefficient value is 0.68813 multiplied by the average from the province that has OUR cases around it. 

 

4. CONCLUSIONS 

The best spatial model on panel data with LSDV to identify the factors of the Open Unemployment 

Rate (OUR) in 34 Indonesian provinces from 2015 to 2020 is the SAR panel model with fixed effects. The 

modeling results are as follows:  

�̂�𝑖𝑡 = 0.68813∑𝑊𝑖𝑗𝑌𝑗𝑡

34

𝑗=1

− 0.05707𝑋3𝑖𝑡 − 0.16931𝑋4𝑖𝑡 + �̂�𝑖  

Based on this model, the factors that have a significant effect on OUR in 34 provinces of Indonesia are 

the rate of GRDP (𝑋3) and HDI (𝑋4). GRDP and HDI factors have a negative influence on the open 

unemployment rate in Indonesia. Suggestions for the government to raise Indonesia's GRDP and HDI in order 

to minimize the percentage of OUR. 
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