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ABSTRACT 

Article History: 
Indonesia is a country that has a population density that is increasing every year. With the 

increase in population density, the crime rate in Indonesia is increasing. Criminal acts arise 

because they are supported by factors that cause crime. To improve the security and welfare of 

the Indonesian people, the authors grouped each province in Indonesia based on the factors 

that influence crime. This study uses a comparison of the Fuzzy C-Means Clustering (FCM) 

and Fuzzy Gustafson-Kessel Clustering (FGK) methods by using the validation index for 

determining the optimal cluster, namely the Davies Bouldin Index. The data used is secondary 

data in the form of variables forming factors that affect the crime rate in Indonesia, where the 

data obtained comes from the website of the Central Statistics Agency (BPS). The results 

obtained in this study for the FGK method are better than the FCM method because they have 

a smaller standard deviation ratio. The results of grouping using the best method, namely FGK, 

it was found that the optimal number of clusters formed was 5 clusters with the results of 

grouping cluster 1 consisting of 6 provinces, cluster 2 consisting of 4 provinces, cluster 3 

consisting of 11 provinces, cluster 4 consisting of 5 provinces, and cluster 5 consisting of 8 

provinces. 
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1. INTRODUCTION 

Indonesia is a country that has a population density that is increasing every year. With increasing 

population density, the crime rate in Indonesia is expanding. As a country with various ethnicities and 

different characters, Indonesia certainly makes criminal acts a significant concern. 

Criminal acts have become a very familiar thing. Because this action is permanently attached to the 

community's life in which various individuals and groups mingle. Each individual has a unique and different 

personality, which can trigger social conflict. This conflict can trigger the emergence of various criminal acts 

that occur in the community. An example of a conflict that has happened as an act of crime in Indonesia is 

the Sampit conflict, namely the conflict that occurred between the Dayak and Madurese tribes. The existence 

of the Dayak and Madura tribes on the island of Kalimantan, especially Central Kalimantan, creates 

competition between these tribes. The Dayak tribe, a native tribe from Kalimantan, felt rivaled and 

dissatisfied with the increasing number of Madurese, who, on average, had very competitive personalities, so 

inter-tribal conflicts arose and led to various criminal acts at that time. 

Everyone's attitude and lifestyle usually depend on their views and opinions. One of the traits humans 

have is that they never feel enough or satisfied with what they have and always feel lacking because this trait 

makes a person towards an attitude and lifestyle called hedonism [1]. Hedonism can trigger criminal acts 

because people with a hedonistic view will do everything. They can get what they want regardless of whether 

the method is right or wrong, even though they don't need it [2]. Such people usually always want to be 

recognized with a luxurious lifestyle, so they are seen as slang by their social circle. 

Criminal acts arise because they are supported by factors that cause crime. To improve the security and 

welfare of the Indonesian people, the researchers grouped each province in Indonesia based on the factors 

that influence the crime rate. This is expected to help the government in Indonesia to improve the performance 

of the region in tackling criminality in Indonesia. In this study, the researcher did not choose a specific type 

of crime because it was constrained by the data to be used, such as the researcher wanted to research related 

to crime with the category of crimes against life. In crimes such as murder, where the factors supporting 

murder generally occur because of a grudge from within a person, revenge is a factor that is difficult to 

measure, which will be processed as data. 

Grouping, commonly known as clustering, is dividing data into several clusters or groups so that one 

cluster has the highest level and data between clusters has the lowest level [3]. In this study, researchers will 

classify several factors that are considered to give rise to crime, including the level of education, the level of 

the poor, the Gross Regional Domestic Product (PDRB) per capita, and the number of crime incidents in each 

province in Indonesia in 2020, refers to research conducted by Khairani and Ariesa [4].  

After mentioning the factors used in this study, the researcher will group them using a flexible grouping 

method following the form of the data, namely Fuzzy Gustafson-Kessel Clustering. Fuzzy Gustafson-Kessel 

Clustering (FGK) is an example of clustering, which is the development of Fuzzy C-Means Clustering (FCM) 

[5]. In fact, there have been studies on crime that were conducted before, such as research conducted by 

Hapsari and Widodo in 2017 [6] and research conducted by Suriani in 2020 [7], both of which used the K-

Means clustering method. However, in this study, FGK is more suitable because the method is more flexible 

in following data where Indonesia is a country with different ethnic and racial diversity in each province. 

Fuzzy Gustafson-Kessel Clustering can group data where the existence of data in a group is determined by 

its membership by converting the distance calculation into an adaptive distance norm function which is 

always in each iteration using a fuzzy covariance matrix, unlike FCM, which assumes the geometric shape 

of the cluster is a perfect sphere. The FGK algorithm uses the Mahalanobis distance function better to fit the 

geometric shapes in the data set. 

So, from the description above, we want to know the grouping of the factors that affect the crime rate 

in Indonesia using a comparison of two methods, namely the Fuzzy C-Means Clustering (FCM) method and 

the Fuzzy Gustafson Kessel Clustering (FGK) method. So, this study can consider policymakers in making 

decisions in tackling Indonesia's crime rate. 
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2. RESEARCH METHODS 

2.1. Data 

The data used in this study is secondary data in the form of variables forming factors that affect the 

crime rate in Indonesia, where the data obtained comes from the website of the Central Statistics Agency 

(BPS), namely https://www.bps.go.id. 

This study uses descriptive analysis and grouping using the Fuzzy C-Means Clustering (FCM) and 

Fuzzy Gustafson Kessel Clustering (FGK) methods using the optimum cluster determinant validity index, 

namely the Davies Bouldin Index. 

 

2.2. Cluster Validation with Davies Bouldin Index 

The Davies Bouldin Index is used to find the results of the clustering algorithm which was first 

introduced by David L. Davies and Donald W. in 1979 [8]. The Davies Bouldin Index is one of the methods 

used to measure the validity or the most optimal number of clusters in a grouping method where cohesion is 

defined as the sum of the proximity of the data to the cluster center point of the cluster being followed [9]. 

The Davies Bouldin Index is the ratio of the sum of the intra-cluster and inter-cluster distances [10]. A good 

cluster is one that has a minimum Davies Boudin Index value. To calculate the Davies Bouldin Index, the 

following equation is used  

 

    𝐷𝐵𝐼 =
1

𝑘
∑ 𝑅𝑖

𝑘
𝑖=1                                                      (1) 

with 

𝑅𝑖 = 𝑚𝑎𝑥 𝑅𝑖𝑗 ; 𝑖 = 1, … , 𝑘 ; 𝑖 ≠ 𝑗 (2) 

𝑅𝑖𝑗 =
𝑆𝑆𝑊𝑖+𝑆𝑆𝑊𝑗

𝑆𝑆𝐵𝑖𝑗
 (3) 

 

where 𝑆𝑆𝑊𝑖 is sum square within in cluster 𝑖, 𝑆𝑆𝑊𝑗 is sum square within in cluster 𝑗, and 𝑆𝑆𝐵𝑖𝑗  is sum square 

between inter cluster. 
 

2.3. Cluster Analysis 

Cluster analysis is the process of grouping a set of data objects into several clusters so that objects in 

a cluster have high similarity but are very different from objects in other clusters [11]. The characteristics of 

a good cluster are as follows: 1) homogeneity (within a cluster) is a high degree of similarity between 

members in the same cluster; and 2) heterogeneity (between clusters) is the difference in height between one 

cluster and another [12]. The actual quality of the cluster results depends on the method used. The clustering 

method must also be able to measure its own ability to find hidden patterns in the data being studied. There 

are many methods for measuring the similarity value between objects being compared [13]. There are many 

types of cluster analysis, including hierarchical clustering, neural network-based clustering, kernel-based 

clustering, and sequential data clustering [14]. 

Before conducting a cluster analysis, the following prerequisite assumptions must be met [15]: 

1. The samples taken are representative of the existing population. To determine if the observation data is 

suitable for analysis, the Kaiser Meyer Olkin (KMO) test can be applied. If the obtained value is 0.5, 

then the data adequately represents the existing population. 

2. Multicollinearity. Multicollinearity refers to the correlation between independent variables. It is 

preferable if there is none, but if there is, the data must first undergo Principal Component Analysis 

(PCA) to eliminate multicollinearity. 
 

2.4. Principal Component Analysis 

Principal Component Analysis (PCA) method or principal component analysis is a statistical technique 

that transforms the majority of variables that were previously correlated into a new set of smaller and 

independent variables. Thus, PCA is advantageous for reducing data to facilitate interpretation. Consider 

variables that consist of objects. The variables are then transformed into principal components (with 𝑘 < 𝑝), 
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a linear combination of these variables. The k main components can replace the variables that make up the 

variable without losing a substantial amount of information. Principal component analysis is typically an 

intermediate analysis, which means that the top component results can be used for additional analysis [16]. 

Based on the eigenvalue, the number of component factors can be determined, and the eigenvalue 

indicates the element's contribution to the variance of all initial variables. According to [17], the larger 

eigenvalue of 1 can be used to determine how many factors will be formed. Moreover, values less than one 

will be excluded from the analysis. In addition, the cumulative percentage of variance can be used to 

determine the number of factors formed; factor extraction is terminated when the cumulative percentage of 

variance reaches at least 60% or 75% of all variants of the original variable. 

 

2.5. Fuzzy C-Means Clustering 

Jim Bezdek introduced Fuzzy C-Means Clustering (FCM) for the first time in 1981. FCM is a method 

of grouping in which the presence of each data in each group is determined by a different value or degree of 

membership [18]. In a fuzzy concept, the membership of an object or data is not specified with a value of 1 

indicating membership in a cluster or a value of 0 indicating non-membership, but rather with a degree of 

membership between 0 and 1. The FCM algorithm is depicted below. 

 

    𝑃𝑡(𝑋; 𝑈, 𝑉) = ∑ ∑ (𝜇𝑖𝑘)𝑊(𝑑𝑖𝑘)2𝑐
𝑘=1

𝑛
𝑖=1                               (4) 

with 

    𝑑𝑖𝑘 = ∑ (𝑋𝑖𝑗 − 𝑉𝑘𝑗)
2𝑚

𝑗=1                               (5) 

 

where 𝑋 is the clustering data, 𝑈 is the initial partition matrix generated by random numbers, and 𝑉 is the 

cluster center matrix. 

The following are the steps for Fuzzy C-Means Algorithm Clustering. 

Step 1. Input clustering data. 

Step 2. Determine the number of clusters to be formed (𝑐 ≥ 2), the weighting (𝑊 > 1), the maximum 

iteration (MaxIter), the expected smallest error (𝜀 > 0), and the initial objective function equal to 0 

(𝑃0 = 0), as well as the initial iteration (𝑡 = 1). 

Step 3. Generating random numbers to form the initial partition matrix 𝑈 with the following equation  

 

    𝑈 = [

𝜇11
(𝑥1) … 𝜇1𝑛

(𝑥𝑛)
… … …

𝜇𝑐1(𝑥1) … 𝜇𝑐𝑛
(𝑥𝑛)

].                              (6) 

 

Step 4. Calculate the cluster center (𝑉𝑘𝑗), with 𝑘 = 1,2, … , 𝑐 dan 𝑗 = 1,2, … , 𝑚 

 

    𝑉𝑘𝑗 =
∑ ((𝜇𝑖𝑘)𝑊𝑋𝑖𝑗)𝑛

𝑖=1

∑ (𝜇𝑖𝑘)𝑊𝑛
𝑖=1

.                              (7) 

 

Step 5. Calculate Objective function 

 

    𝑃𝑡 = ∑ ∑ ([∑ (𝑋𝑖𝑗 − 𝑉𝑘𝑗)
2𝑚

𝑗=1 ] (𝜇𝑖𝑘)𝑊)𝑐
𝑘=1

𝑛
𝑖=1 .                  (8) 

 

Step 6. Improve each degree of membership of each data in each cluster or improve the partition matrix with 

the following equation 
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    𝜇𝑖𝑘 = [
∑ (𝑋𝑖𝑗−𝑉𝑘𝑗)

2𝑚
𝑗=1

∑ [∑ (𝑋𝑖𝑗−𝑉𝑘𝑗)
2𝑚

𝑗=1 ]𝑐
𝑘=1

]

−
1

(𝑊−1)

.                  (9) 

 

Step 7. Specifies the termination criteria, if (|𝑃𝑡 − 𝑃𝑡−1) | ≤ 𝜀 or 𝑡 > MaxIter) then it is dismissed. 

However, if not then the iteration is increased 𝑡 = 𝑡 + 1 and repeats to step 4. 
 

2.6. Fuzzy Gustafson Kessel Clustering 

Fuzzy Gustafson-Kessel (FGK) Clustering is a method for grouping data in which the existence of data 

within a cluster is determined by its membership value. This is accomplished by modifying the distance 

calculation function into an adaptive distance function or adaptive distance norm, which is continuously 

updated using a fuzzy covariance matrix [19]. FGK uses the Mahalanobis distance function to adjust the 

geometric shape of a data set more precisely than FCM [5], which assumes that the geometric shape of a 

cluster is perfectly round. The Gustafson-Kessel Clustering Process consists of the following steps: 

 

    𝐽(𝑋; 𝑈, 𝑉, 𝐴) = ∑ ∑ (𝜇𝑖𝑘)𝑊(𝑑𝑖𝑘𝐴𝑖
)

2𝑐
𝑘=1

𝑛
𝑖=1 .                  (10) 

 

The distance of mahalanobis can be calculated by the following equation 

 

    𝑑𝑖𝑘𝐴𝑖
= (𝑋𝑖𝑗 − 𝑋𝑘𝑗)

𝑇
𝐴𝑖(𝑋𝑖𝑗 − 𝑉𝑘𝑗).                  (11) 

 

where 𝑋 is data to be clustered, 𝑈 is initial partition matrix by generating random numbers, and 𝑉 is cluster 

center matrix. 

Following are the steps for using the Fuzzy Gustafson-Kessel Algorithm to cluster data: 

Step 1. Data inputs for clustering. 

Step 2. Determine the number of clusters to be formed (𝑐 ≥ 2), weighting (𝑊 > 1),  maximum iteration 

(MaxIter), (MaxIter), slightest error expected (𝜀 > 0), and initial objective function equal to 0 

(𝑃0 = 0), and initial iteration (𝑡 = 1). 

Step 3. Generating random numbers to form the initial partition matrix 𝑈 with the following equation 

 

    𝑈 = [
𝜇11(𝑥1) … 𝜇1𝑛(𝑥𝑛)

… … …
𝜇𝑐1(𝑥1) … 𝜇𝑐𝑛(𝑥𝑛)

].                  (12) 

 

Step 4. Calculate the cluster center (𝑉𝑘𝑗), with 𝑘 = 1,2, … , 𝑐 dan 𝑗 = 1,2, … , 𝑚 

 

    𝑉𝑘𝑗 =
∑ ((𝜇𝑖𝑘)𝑊𝑋𝑖𝑗)𝑛

𝑖=1

∑ (𝜇𝑖𝑘)𝑊𝑛
𝑖=1

.                  (13) 

 

Step 5. Calculate the covariance of the grouping matrix (𝐹𝑖) using the following formula 

 

    𝐹𝑖 =
∑ (𝜇𝑖𝑘)𝑊(𝑋𝑖𝑗−𝑉𝑘𝑗)(𝑋𝑖𝑗−𝑉𝑘𝑗)

𝑇𝑛
𝑖=1

∑ (𝜇𝑖𝑘)𝑊𝑛
𝑖=1

.                  (14) 

 

Step 6. Calculate distance using Mahalanobis distance 

 

    𝑑𝑖𝑘𝐴𝑖
= (𝑋𝑖𝑗 − 𝑉𝑘𝑗)

𝑇
[(𝜌𝑖 𝑑𝑒𝑡(𝐹𝑖)

1

𝑛 𝐹𝑖
−1 ] (𝑋𝑖𝑗 − 𝑉𝑘𝑗).        (15) 
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Step 7. Calculate objective function using Equation (10). 

Step 8. Improve each degree of membership of each data in each cluster or improve the partition matrix with 

the following equation 

 

    𝜇𝑖𝑘 = [∑ (
𝑑𝑖𝑘𝐴𝑖

𝑑𝑗𝑘𝐴𝑖
)𝑘

𝑗=1

2

(𝑊−1)
]

−1

.        (16) 

 

Step 9. Specifies the termination criteria, if (|𝑃𝑡 − 𝑃𝑡−1) | ≤ 𝜀 or 𝑡 > MaxIter) then it is dismissed. 

However, if not then the iteration is increased 𝑡 = 𝑡 + 1 and repeats to step 4. 

 
 

2.7. Cluster Performance Evaluation 

Measuring the performance of cluster results is helpful for knowing the goodness of the clusters that 

have been obtained. Comparison of two or more clusters to determine the best cluster can be seen through 

the value of the standard deviation ratio within the cluster (𝑆𝑤) and the standard deviation between clusters 

(𝑆𝐵) values can be used to compare two or more clusters and identify the best cluster [20]. The formula for 

the standard deviation in the cluster (𝑆𝑤) is as follows: 

 

    𝑆𝑤 = 𝐾−1 ∑ 𝑆𝑘
𝐾
𝑘=1         (17) 

 

where 𝑆𝑤 is average standard deviation in the cluster, 𝑆𝑘 is standard deviation of the 𝑘-cluster, and 𝐾 is 

number of groups formed. 

The value (𝑆𝐵) is searched using the following equation: 

 

   𝑆𝐵 = [(𝐾 − 1) ∑ (�̅�𝑘 − �̅�)2𝐾
𝑘=1 ]

1

2        (18) 

where 𝑆𝐵 is standard deviation between clusters, �̅�𝑘 is mean of the 𝑘-cluster, and �̅� is mean of the whole 

clusters. 

 

 

3. RESULTS AND DISCUSSION 

3.1. Descriptive Analysis 

Before further analysis, a description of the data will be carried out to find an overview of the factors 

that influence the crime rate in Indonesia in 2020. 

 

 
Figure 1. Distribution of crime incidents by province  
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Figure 1 demonstrates that the islands of Sumatra and Java have the highest concentration of crime 

events. Java and Sumatra have Indonesia's greatest populations, demonstrating that the more the population, 

the higher the region's crime rate. According to the aforementioned findings, 32990 occurrences of crime 

were reported in North Sumatra Province in 2020, which accounted for the majority of the crime incidents in 

Indonesia [21]. The poverty factor and a high level of social inequality are two of the key causes of the high 

crime rate in North Sumatra Province. The next province with the highest number of crimes was Jakarta 

Province, with 26585 cases, followed by East Java Province with 17642 cases, and so on until North Maluku 

Province, with 850 cases, had the lowest number of crimes. According to the findings of the 2021 criminal 

statistics release book report, Indonesia's rate of crime tends to decline, going from 269324 cases in 2019 to 

247218 cases in 2020. 

 

3.2. Cluster Assumption 

This study utilizes a sample of characteristics that influence crime rates in each region of Indonesia. 

Consequently, the premise of a representative sample is met. 

Before undertaking cluster analysis, it is required to conduct multicollinearity tests to determine 

whether or not there is a significant link between one variable and another. Using Bartlett's test to assess 

multicollinearity based on the following hypothesis. 

H0 ∶ There is no multicollinearity in the data 

H1 ∶ There is multicollinearity in the data 

 

The statistical results of the Bartlett's test are presented in Table 1. 

 
Table 1. Statistical results of Barlett’s test  

Bartlett’s Test 
𝝌𝟐 Test P-Values 

51.69 1.302e-07 

 

Existing data reject H0 with a 95% confidence interval, hence it can be stated that there is multicollinearity 

in the data. In this instance, multicollinearity can be avoided by reducing the factor on the analyzed variables 

using Principal Component Analysis (PCA). 

Next, use a PCA analysis to eliminate the data's multicollinearity symptoms. According to [17], the 

eigenvalue larger than 1 indicates the number of factors that will be produced. While values less than one 

will be omitted from the analysis. In addition, while evaluating the number of components created, it is 

possible to determine from the background where 60% or 75% of all variations originate. Table 2 is the 

outcome of the obtained eigenvalues and background differences. 

Table 2. Eigenvalues  

Factor 
Eigenvalues 

Total % of Variance Cumulative (%) 

1 2.51 50.2 50.2 

2 1.22 24.3 74.5 

3 0.55 10.9 85.4 

4 0.51 10.3 95.7 

5 0.21 4.3 100 

 

Table 2 demonstrates that both factor 1 and factor 2 have several eigenvalues. Thus, two factors are generated 

via the main component analysis. Factor 1 accounts for 50.2% of the variation and factor 2 contributes 24.3% 

of the variance; therefore, the total variance that the two factors can explain is 74.5%, which is greater than 

60%, indicating that the two factors were able to describe the data. 

Then, new data consisting of two principal components are obtained and examined for 

multicollinearity. According to the results derived from the newly received data, there is no multicollinearity. 

 

3.3. Validation of the Number of Clusters 

To determine the number of clusters to be employed, the following cluster validation test is conducted 

which is represented in Table 3. 
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Table 3. Validation test 

Number of 

Cluster 

Davies Bouldin 

FCM FGK 

2 0.823 1.085 

3 0.795 1.099 

4 0.904 1.312 

5 0.715 0.981 

 
Based on Table 3, the Davies Bouldin validation test is conducted using the ideal number of clusters, five. 

This can be demonstrated by comparing the smaller value in other clusters to the Davies Bouldin value. 

 

3.4. Clusters Results 

Table 4 displays the results of five clusters obtained using the FCM approach. 

 
Table 4. Cluster result of FCM 

Cluster Member Number of Members 

1 Aceh, Kalimantan Tengah, Papua, Sulawesi 

Barat, dan Sumatera Selatan.  

5 

2 Jawa Barat, Kalimantan Selatan, Kalimantan 

Utara, Kep. Bangka Belitung, Kep. Riau, 

Lampung, Maluku Utara, Riau, dan Sulawesi 

Selatan. 

9 

3 Banten, DI Yogyakarta, DKI Jakarta, Jawa 

Tengah, Kalimantan Barat, Nusa Tenggara 

Barat, Sulawesi Tenggara, dan Sumatera Barat. 

8 

4 Bali, Bengkulu, Gorontalo, Jambi, Kalimantan 

Timur, Maluku, Sulawesi Tengah, dan 

Sulawesi Utara. 

8 

5 Jawa Timur, Nusa Tenggara Timur, Papua 

Barat, dan Sumatera Utara. 

4 

 
Table 4 represents the categorization of Indonesian provinces using FCM with 5 clusters. Cluster 1 comprises 

five provinces, Cluster 2 comprises nine provinces, Cluster 3 comprises eight provinces, Cluster 4 comprises 

eight provinces, and Cluster 5 comprises four provinces. 

Table 5 displays the cluster results produced using five clusters and the FGK approach. 

 
Table 5. Cluster result of FGK 

Cluster Member Number of Members 

1 Aceh, Kalimantan Tengah, Maluku, Papua, 

Sulawesi Utara, dan Sumatera Selatan.  

6 

2 Jawa Timur, Nusa Tenggara Timur, Papua 

Barat, dan Sumatera Utara. 

4 

3 Bali, Banten, Bengkulu, Gorontalo, Jambi, 

Jawa Barat, Kalimantan Timur, Kep. Riau, 

Riau, Sulawesi Selatan, dan Sulawesi Tengah.  

11 

4 Kalimantan Selatan, Kalimantan Utara, Kep. 

Bangka Belitung, Lampung, dan Maluku 

Utara. 

5 

5 DI Yogyakarta, DKI Jakarta, Jawa Tengah, 

Kalimantan Barat, Nusa Tenggara Barat, 

Sulawesi Barat, Sulawesi Tenggara, dan 

Sumatera Barat. 

8 

 

Table 5 is the outcome of categorizing Indonesian provinces using FGK and five clusters. Cluster 1 comprises 

six provinces, cluster 2 comprises four provinces, cluster 3 comprises eleven provinces, cluster 4 comprises 

five provinces, and cluster 5 comprises eight provinces. 
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3.5. Cluster Performance Evaluation 

The following phase consists of identifying the optimal cluster results based on the standard deviation 

values within and between clusters. 

Table 6. Cluster performance evaluation 

Method Number of Cluster 𝑺𝑾 𝑺𝑩 Ratio 

FCM 5 0.87 0.14 6.21 

FGK 5 0.83 0.15 5.53 

 

The smallest 𝑆𝑊 value, the greatest 𝑆𝐵 value, and the smallest ratio value produce the best cluster 

outcomes. The grouping of provinces in Indonesia based on factors that influence crime rates uses the FGK 

method, which divides the data into 5 clusters with the smallest 𝑆𝑊 value of 0.83, the largest 𝑆𝐵 value of 0.15, 

and the smallest ratio value of 5.53; thus, the FGK method is superior to the FCM method for clustering. 
 

3.6. Cluster Profiling 

The findings of cluster profiling for five clusters using FGK are presented in Table 7. 

Table 7. Cluster profiling 

Cluster Education Unemployment Poor Population PDRB Crime 

1 61.92 5.98 14.37 1.22 6962.5 

2 61.52 5.96 15.88 5.23 14646 

3 65.93 6.71 9.11 3.19 5598 

4 62.33 4.96 7.37 0.95 3319.2 

5 67.67 5.85 10.07 3.98 8663.88 

 
According to Table 7, the features that distinguish each cluster among those that have been generated 

are as follows: 

• As a result of Cluster 1, the open unemployment rate and the poor are high, and there is a moderately high 

crime rate, a low level of educational attainment, and GRDP. 

• Cluster 2 has a very high incidence of crime, GRDP, and poverty, a very low level of educational 

attainment, but a comparatively low prevalence of open unemployment. 

• Cluster 3 features a very high unemployment rate, a high level of educational attainment, a somewhat high 

GRDP, a poor population, and a low crime rate. 

• Cluster 4 is a group with a very high degree of educational attainment and very low unemployment, 

poverty, GRDP, and crime rates. 

• Cluster 5 has a very high level of educational attainment, a high GRDP and crime rate, a very large 

proportion of the poor, but a low unemployment rate. 

Following is a map depicting the outcomes of cluster analysis using the optimal approach, FGK. 

 

 
Figure 2. Results of grouping using FGK  
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Figure 2 is a grouping of the FGK method's results in the form of a map with five colors. Members of cluster 

1 are colored red, members of cluster 2 are colored orange, members of cluster 3 are colored gray, members 

of cluster 4 are young blue, and members of cluster 5 are colored dark blue. 

 

 
4. CONCLUSIONS 

By comparing the value of the standard deviation within and across clusters, the grouping of provinces 

in Indonesia based on characteristics that affect the crime rate using the FGK technique with the FCM yielded 

the conclusion that the FGK method is the most effective cluster approach. Using the FGK approach, cluster 

1 comprises six provinces, cluster 2 comprises four provinces, cluster 3 comprises eleven provinces, cluster 

4 comprises five provinces and Cluster 5 comprises eight provinces. 
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