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ABSTRACT 

Article History: 
The health and nutrition of children at the age of five are very important aspects in the 

children’s growth and development. An assessment of the nutritional status of toddlers that 

is commonly used is anthropometry. This study aims to obtain the decision rules used to 

classify toddlers into nutritional status groups using the rough set algorithm and determine 

the level of classification accuracy of the resulting decision rules. The index used in this study 

is the weight-for-age index. Attributes used in this study were the mother’s education level, 

mother’s level of knowledge, the status of exclusive breastfeeding, history of illness in the last 

month, and nutritional status of toddlers. The results of the analysis show that there are 21 

decision rules. In this study, the resulting decision rules experience inconsistencies. The 

selection of decision rules that experience inconsistencies is based on each decision rule’s 

highest strength value.  The rough set algorithm can be used for the classification process 

with an accuracy rate of 86.36%.  
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1. INTRODUCTION 

The toddler period is often referred to as the golden age in a person’s developmental range. At this 

time, children experience extraordinary growth physically, motorically, emotionally, cognitively, and 

psychologically [1]. The health and nutrition of children at the age of five are crucial aspects of children’s 

growth and development. Children’s nutritional intake must be completed and balanced to maintain their 

health and optimize their growth.  

In Indonesia, the common method for assessing nutritional status is anthropometry. The use of 

anthropometry to measure nutritional status can be done by measuring several indicators of a single 

dimension of the human body. Anthropometric indicators that are usually used to assess nutritional status are 

weight-for-age, height-for-age, and weight-for-height. The anthropometric indicator of weight-for-age is the 

most often used because it is easier and more quickly understood by the general public. The weight-for-age 

indicator classifies the nutritional status of toddlers into severely underweight, underweight, normal, and 

overweight [2].   

Each region in Indonesia has different factors that affect toddler nutrition. One of them is Semen 

Village in Ngawi Regency, East Java Province. The results of research by Berlina state that four factors affect 

the nutritional status of toddlers in Semen Village: the mother’s level of education, the mother’s level of 

knowledge, the status of exclusive breastfeeding, and the history of illness in the last month [3].  

Determining the nutritional status of children under five is usually done manually by comparing 

standard nutritional status and by measurement result data [4]. Determining nutritional status manually is less 

practical and susceptible to an accuracy error. Therefore, there is needed a system that can classify the 

nutritional status of children under five quickly and accurately, even by health workers or the wider society. 

One way that can be used to predict whether a toddler is classified as severely underweight, 

underweight, normal, or overweight is by using a data mining classification approach. Some methods used 

in data mining classification are Naive Bayes, Support Vector Machines, Decision Trees, Rough 

Sets, etc [5]. In recent years, the research and applications of rough set theory have attracted more 

and more researchers’ attention. And it is one of the hot issues in artificial intelligence [6]. RST has 

been used in various research fields, including the internet [7], medicine [8], education [9], 

economics and business [10], and engineering [11]. 

The rough set is a mathematical method developed by Zdislaw Pawlak in  1982, which is mainly used 

to solve data classification problems [12]. The purpose of the rough set algorithm is to obtain decision rules 

that can be used to classify objects into object classes. The decision rules are presented in a table called the 

decision table. Several previous studies have shown that the rough set algorithm has the ability to classify 

objects with high accuracy [13]. In this study, the rough set algorithm was used to classify the nutritional 

status of toddlers at one of the maternal and children health services (posyandu) in Semen Village, Paron 

District, Ngawi Regency.  

2. RESEARCH METHODS 

2.1 Data Sources 

This study used secondary data obtained from the results of the research by Berlina [3] about factors 

that influence toddler’s nutritional status at the posyandu in Semen Village, Paron District, Ngawi Regency. 

The data consisted of 87 observations, of which 75% of the dataset (65 data) was used as training data, and 

25% of the dataset (22 data) was used as testing data. 

2.2 Research Attributes 

This study used condition attributes and decision attributes. The decision attribute used was the 

nutritional status of children under five based on the weight-for-age index denoted by K. The nutritional status 

of children under five was divided into four categories: severely underweight, underweight, normal, and 

overweight. The training data consisted of 1 severely underweight, 19 underweight, 43 normal, and 2 

overweight. 
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The condition attributes used are factors suspected to influence the toddler’s nutritional status. This 

study consisted of two ordinal condition attributes, namely the mother’s level of education (A) and the 

mother’s level of knowledge (B), and two nominal conditions attribute namely the status of exclusive 

breastfeeding (C), and the history of illness in the last month (D). 

2.3 Rough Set Algorithm 

The rough set can be used in intelligent data analysis and data mining, and as a tool to deal with 

problems of vagueness and imprecision, which is mainly used to solve data classification problems [14]. 

The data used in the rough set is usually categorical data. If the data is numeric, then the data must be 

transformed into categorical data before being analyzed using rough set algorithm. The purpose of the rough 

set algorithm is to get an estimate of the decision rules for classifying objects stated in a table called the 

decision table. The process of determining such decision rules is known as reduct discovery. Through the 

rough set algorithm, reduct as a decision table pattern can build classifiers to categorize new objects.  

The rough set algorithm is as follows: 

a. Data Selection 

b. Decision table formation 

The decision table is a table where each row shows the research object, while the columns show the 

research’s conditional and decision attributes. A decision table can also be defined as 

𝐼𝑆 = (𝑈, 𝐴𝑡 = 𝐶 ∪ 𝐷, {𝑉𝑎|𝑎 ∈ 𝐴𝑡}, 𝐼𝑎|𝑎 ∈ 𝐴𝑡), 

where U is a finite non-empty set of n objects {𝑥1, 𝑥2, … , 𝑥𝑛}; At is a finite non-empty set of attributes in 

which there are two types of attributes, namely condition attribute C, which describes the object, and decision 

attribute D, which identifies the class of the object; 𝑉𝑎is a non-empty set of values 𝑎 ∈ 𝐴𝑡; 𝐼𝑎: 𝑈 → 𝑉𝑎  is a 

function that maps objects from U to exactly one value in 𝑉𝑎 [15]. 

Generally, when the decision table is the result of observation or measurement results, the data in the 

table will likely experience inconsistencies. The decision table is said to be consistent if all object pairs with 

the same conditional value in 𝐶 also have the same decision value in 𝐷. Conversely, the decision table is said 

to be inconsistent if there is one object pair that has the same conditional value in 𝐶 but has a different decision 

value in 𝐷 [16]. 

c. Equivalent class formation from each object indiscernibility relation. 

In the decision table, an object can have the same value for a condition attribute. This relationship is 

called indiscernibility (cannot be distinguished). Suppose IS is a decision table and 𝐴 ⊆ 𝐶, then the 

indiscernibility relation 𝐼𝑁𝐷(𝐴) ⊆ 𝑈 × 𝑈 is defined as 

𝐼𝑁𝐷(𝐴) = {(𝑥, 𝑦) ∈ 𝑈 × 𝑈|∀𝑎 ∈ 𝐴, 𝐼𝑎(𝑥) = 𝐼𝑎(𝑦)}. 

The indiscernibility relation of the set of all condition attributes is called the equivalent class, which 

is then used to obtain a discernibility matrix [17], [18]. 

d. Discernibility matrix dan discernibility function formation 

Two objects are said to be discernible if the values of the two objects differ in at least one attribute. 

The 𝑀(𝑥, 𝑦)discernibility matrix is a symmetric matrix that is, 𝑀(𝑥, 𝑦) = 𝑀(𝑦, 𝑥) and 𝑀(𝑥, 𝑦) = ∅. Each 

element of 𝑀(𝑥, 𝑦) consists of a set of attributes that distinguish object x from object y. So, 𝑀(𝑥, 𝑦)is 

defined as 

𝑀(𝑥, 𝑦) = {𝑐 ∈ 𝐶|[𝐼𝑐(𝑥) ≠ 𝐼𝑐(𝑦)] ∧ [𝐼𝐷(𝑥) ≠ 𝐼𝐷(𝑦)]}, 

for 𝐼𝐷(𝑥) = 𝐼𝐷(𝑦), then 𝑀(𝑥, 𝑦) = ∅ [19]. 

From each column of the discernibility matrix, a Boolean function can be formed, which is known as 

the discernibility function. The discernibility function 𝑓𝐼𝑆 is defined as 

𝑓𝐼𝑆 = ⋀ {⋁(𝑀(𝑥, 𝑦)) | ∀𝑥, 𝑦 ∈ 𝑈, 𝑀(𝑥, 𝑦) = ∅} 
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e. Formation of a reduct by simplifying the discernibility function 

The discernibility function of each column of the discernibility matrix is simplified by using the 

laws of Boolean algebra. Simplifying the discernibility function means finding another form of equivalent 

function with a smaller number of terms or operations. The terms resulting from simplifying the 

discernibility function are called reducts. 

f. Formation of decision rules 

Decision rules are statements of the form “if f then g” represented as 𝑓 → 𝑔. f part is the value of the 

condition attribute and 𝑔 part is the value of the decision attribute. In the rough set, decision rules can be 

drawn from the resulting reduct by observing the table of equivalent classes formed [20]. 

If the decision table experiences data inconsistencies, the resulting decision rules also experience 

inconsistencies. To overcome these problems, a quality measure is used to select decision rules that 

experience inconsistencies. Quality measures are divided into support, strength, accuracy, and coverage [20]. 

In this study, strength is used as a reference to determine the decision to be used. Suppose IS is a decision 

table. The strength of the decision rule is defined as 

𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑐𝑎𝑟𝑑(𝑈)
× 100%, 

where support is the number of objects that match the condition and decision attributes of the decision rule, 

while card(U) is the total number of objects. Sometimes it is found that several inconsistent rules have the 

same strength. In this condition, another quality measure is needed and for this purpose the coverage will be 

used in this study The Coverage of the decision rule is defined as 

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒 =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑐𝑎𝑟𝑑(𝑔)
× 100%, 

where card(g) is the number of objects in the dataset that satisfy only values decision attribute. 

2.4 Classification Performance Measurement 

 Classification performance measurement is needed to find out how much the level of accuracy of a 

classification system. Accuracy is the model’s true or false level of predictions through a data set [21]. In this 

study, the classification performance measurement method was carried out by forming a confusion matrix. 

The confusion matrix compares the predicted classification with the actual classification. The form of the 

confusion matrix with decision attribute consisting of 4 classes is shown in Table 1. 

Table 1. Confusion Matrix 

Testing 

Data 

Prediction Results 

1 2 3 4 

1 𝑋11 𝑋12 𝑋13 𝑋14 

2 𝑋21 𝑋22 𝑋23 𝑋24 

3 𝑋31 𝑋32 𝑋33 𝑋34 

4 𝑋41 𝑋42 𝑋43 𝑋44 

Based on Table 1, Xij implies that testing data shows class (i) while the prediction result shows class 

(j). The observations are predicted correctly when i=j, for i & j = 1, 2, 3, 4 that are observations that located 

on the diagonal matrix, namely X11, X22, X33, and X44. In contrast, other observations are failed to predict 

correctly. 

3. RESULTS AND DISCUSSION 

3.1 Results 

a. Decision Table 

The decision table in this study is shown in Table 2. 
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Table 2. Decision Table of Training Data 

Toddler A B C D K 

P1 SHS Good No Yes Severely 

Underweight 

P2 SHS Good No No Normal 

P3 ES Deficient Yes Yes Underweight 

P4 SHS Good No Yes Underweight 

P5 SHS Good No Yes Underweight 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
P65 SHS Deficient Yes No Underweight 

Note: SHS= Senior High School      ES = Elementary School 

Each row in the decision table provides information about the object. For example, toddler P1 in Table 

2 informs that if the mother’s last education is high school, the knowledge level of the mother is good, the 

toddler does not get exclusive breastfeeding, and the toddler has a history of illness in the last month, then 

the nutritional status of toddler P1 is severely underweight. 

a. Decision Class Table 

After forming the decision table, the next step is to find the indiscernibility relation of the set of 

condition attributes. The following presents the indiscernibility relation of the condition attribute set. 

𝐼𝑁𝐷({𝐴, 𝐵, 𝐶, 𝐷}) = {(𝑃1, 𝑃4, 𝑃5), (𝑃2, 𝑃16, 𝑃18, 𝑃20), (𝑃47, 𝑃55, 𝑃56, 𝑃65), (𝑃11, 𝑃63),   

            (𝑃3, 𝑃62), (𝑃13, 𝑃14, 𝑃17, 𝑃40, 𝑃61), (𝑃6, 𝑃8), (𝑃48, 𝑃49, 𝑃51, 𝑃64), (𝑃9),  

             (𝑃12, 𝑃21, 𝑃23, 𝑃54), (𝑃24, 𝑃28, 𝑃30, 𝑃32, 𝑃36, 𝑃37, 𝑃38, 𝑃41, 𝑃43, 𝑃46),   
             (𝑃39, 𝑃44), (𝑃60), (𝑃10), (𝑃45, 𝑃53), (𝑃50, 𝑃52, 𝑃58, 𝑃59), (𝑃15, 𝑃22),   
                              (𝑃19), (𝑃25, 𝑃31, 𝑃33, 𝑃35, 𝑃42), (𝑃27), (𝑃29, 𝑃34, 𝑃57), (𝑃7), (𝑃26)}  

Based on the indiscernibility relations, 23 equivalent classes were obtained, which are presented in Table 3. 

Table 3. Decision Class Table 

Table 3 shows objects that have the same condition attribute values but can have different decision 

attribute alleged values. For example, EC1 consists of toddlers P1, P4, and P5, which are equivalent classes 

with the same condition attributes, namely toddlers with the mother’s last education is high school, the 

knowledge level of the mother is good, the toddler does not get exclusive breastfeeding and the toddler has a 

history of illness in the last month, with a suspected nutritional status of being underweight or severely 

underweight. Furthermore, different class equivalents have at least one different condition attribute value. 

For example, EC1 and EC2 have one different condition attribute, namely attribute D. 

b. Discernibility Matrix  

The discernibility matrix is a matrix that contains differences in condition attribute values between one 

equivalent class and another equivalent class. Table 4 presents the discernibility matrix of equivalent classes. 

 

 

 

EC Toddler A B C D K 

EC1 (𝑃1, 𝑃4, 𝑃5) SHS Good No Yes (Severely 

Underweight, 

Underweight) 

EC2 (𝑃2, 𝑃16, 𝑃18, 𝑃20) SHS Good No No (Normal, 

Underweight) 

EC3 (𝑃47, 𝑃55, 𝑃56, 𝑃65) SHS Deficient Yes No (Normal, 

Underweight) 

EC4 (𝑃11, 𝑃63) JHS Good Yes Yes (Normal, 

Underweight) 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
EC10 (𝑃12, 𝑃21, 𝑃23, 𝑃54) SHS Good Yes No (Normal) 

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 
EC23 (𝑃26) ES Sufficient Yes No (Normal) 
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Table 4. Discernibility Matrix 

 EC1 EC2 EC3 … EC10 … EC23 

EC1 ∅ {𝐷} {𝐵, 𝐶, 𝐷} … {𝐶, 𝐷} … {𝐴, 𝐵, 𝐶, 𝐷} 

EC2 {𝐷} ∅ {𝐵, 𝐶} … {𝐶} … {𝐴, 𝐵, 𝐶} 

EC3 {𝐵, 𝐶, 𝐷} {𝐵, 𝐶} ∅ … {𝐵} … {𝐴, 𝐵} 

⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮ 
EC10 {𝐶, 𝐷} {𝐶} {𝐵} … ∅ … {𝐴, 𝐵} 

⋮ ⋮ ⋮ ⋮ ⋱ ⋮ ⋱ ⋮ 
EC23 {𝐴, 𝐵, 𝐶, 𝐷} {𝐴, 𝐵, 𝐶} {𝐴, 𝐵} … {𝐴, 𝐵} … ∅ 

Based on Table 3, the EC1 and EC2 pairs have different condition attribute values, namely attribute 

D. Therefore, in the first row and second column of the discernibility matrix in Table 4, it is written as {D}. 

The EC10 and EC23 pairs have the same decision attribute values, namely, toddlers have good nutritional 

status, so the 10th row and 23rd column are written ∅. In the 1st row, the 1st column is written ∅ because 

EC1 cannot be distinguished from EC1 itself. 

c. Discernibility Function and Its Simplification 

The next step is to form the reduct by constructing the discernibility function and simplifying by using 

the laws of Boolean algebra. Table 5 presents the results of the discernibility function formation and the 

discernibility function simplification called reduct. 

Table 5. Discernibility Function and Reduct 

EC Discernibility Function Reduct 

EC1 (𝐷) ∧ (𝐵 ∨ 𝐶 ∨ 𝐷) ∧ (𝐴 ∨ 𝐶) ∧ (𝐴 ∨ 𝐵 ∨ 𝐶) ∧ (𝐴 ∨ 𝐶 ∨ 𝐷) ∧ (𝐴 ∨ 𝐵 ∨ 𝐶 ∨ 𝐷) ∧ 

(𝐶) ∧ (𝐶 ∨ 𝐷) ∧ (𝐵 ∨ 𝐷) ∧ (𝐴 ∨ 𝐵 ∨ 𝐷) ∧ (𝐴 ∨ 𝐷) ∧ (𝐴 ∨ 𝐵) 

(𝐴 ∧ 𝐶 ∧ 𝐷), 
(𝐵 ∧ 𝐶 ∧ 𝐷) 

EC2 (𝐷) ∧ (𝐴 ∨ 𝐶 ∨ 𝐷) ∧ (𝐶 ∨ 𝐷) ∧ (𝐶) ∧ (𝐵 ∨ 𝐶) ∧ (𝐵) ∧ (𝐴 ∨ 𝐵 ∨ 𝐶 ∨ 𝐷) ∧ 

(𝐴 ∨ 𝐶) ∧ (𝐴) ∧ (𝐴 ∨ 𝐵) ∧ (𝐴 ∨ 𝐵 ∨ 𝐷) ∧ (𝐴 ∨ 𝐵 ∨ 𝐶) 

(𝐴 ∧ 𝐵 ∧ 𝐶 ∧ 𝐷) 

EC3 (𝐵 ∨ 𝐶 ∨ 𝐷) ∧ (𝐴 ∨ 𝐵 ∨ 𝐷) ∧ (𝐵 ∨ 𝐷) ∧ (𝐵) ∧ (𝐵 ∨ 𝐶) ∧ (𝐶) ∧ (𝐴 ∨ 𝐷) ∧ (𝐴) ∧ 

(𝐴) ∧ (𝐴 ∨ 𝐵 ∨ 𝐶) ∧ (𝐴 ∨ 𝐶) ∧ (𝐴 ∨ 𝐶 ∨ 𝐷) ∧ (𝐴 ∨ 𝐵) 

(𝐴 ∧ 𝐵 ∧ 𝐶) 

⋮ ⋮ ⋮ 
EC23 (𝐴 ∨ 𝐵 ∨ 𝐶 ∨ 𝐷) ∧ (𝐵 ∨ 𝐷) ∧ (𝐴 ∨ 𝐵) ∧ (𝐵) ∧ (𝐴 ∨ 𝐵 ∨ 𝐷) ∧ 

(𝐴 ∨ 𝐵 ∨ 𝐶) ∧ (𝐴 ∨ 𝐶) ∧ (𝐵 ∨ 𝐶) ∧ (𝐵 ∨ 𝐶 ∨ 𝐷) 

(𝐴 ∧ 𝐵), 
(𝐵 ∧ 𝐶) 

For example, for EC1 in Table 5, the discernibility function of EC1 is the conjunction of (M(x, y)) in column 

EC1, where (M(x, y)) is the disjunction of all the attributes in EC1. EC1’s discernibility function can be 

written as follows: 

fEC1   = (D) ∧ (B ∨ C ∨ D) ∧ (A ∨ C) ∧ (A ∨ B ∨ C) ∧ (A ∨ C ∨ D) ∧ (A ∨ C)∧ (A ∨ B ∨ C ∨ D) ∧ (C) ∧ (C ∨ D) ∧ (B ∨ 
C ∨ D) ∧ (B ∨ D) ∧ (B ∨ D)∧ (A ∨ B ∨ C) ∧ (A ∨ B ∨ D) ∧ (A ∨ B ∨ C ∨ D) ∧ (A ∨ C ∨ D)∧ (A ∨ D) ∧ (A ∨ B ∨ 
C ∨ D) ∧ (A ∨ B ∨ D) ∧ (A ∨ B ∨ D) ∧ (A ∨ B)∧ (A ∨ B ∨ C ∨ D)  

 =   (D)(B + C + D)(A + C)(A + B + C)(A + C + D)(A + C) (A + B + C + D)(C)(C + D)(B + C + D)(B + D)(B 
+ D)(A + B + C) (A + B + D)(A + B + C + D)(A + C + D)(A + D)(A + B + C + D) (A + B + D)(A + B + 
D)(A + B)(A + B + C + D) 

 = (D) (B + C + D) (A + C) (A + B + C) (A + C + D) (A + B + C + D) (C) (C + D) (B + D) (A + B + D)(A + 
D)(A + B); Idempotent low 

 = (DB + DC + DD) (A (A + B + C) + C (A + B + C)) (A (A + B + C + D) + C (A + B + C + D) + D (A + B + 
C + D)) (C) (C + D) (B (A + B + D) + D (A + B + D)) (A + D) (A + B); Distributive low 

 = (DB + DC + DD) ((AA + AB + AC) + (CA + CB + CC)) ((AA + AB+ AC + AD) + (CA + CB + CC + CD) + 
(DA + DB + DC + DD)) (C) (C + D) ((BA + BB + BD) + (DA + DB + DD)) (A + D) (A + B); Distributive 
low 

 =  (DB + DC + D) ((A + AB + AC) + (CA + CB + C)) ((A + AB+ AC + AD) + (CA + CB + C + CD) + (DA + 
DB + DC + D)) (C) (C + D) ((BA + B + BD) + (DA + DB + D)) (A + D) (A + B); Idempotent low 

 =  (D) (A + C) (A + C + D) (C) (C + D) (B + D) (A + D) (A + B); Absorption law 
 = (D) (A + C + D) (A + C) (C) (C + D) (B + D) (A + D) (A + B); Commutative low 
 = (DA + DC + DD) (A + C) (C) (C + D) (B + D) (A + D) (A + B); Distributive low 
 = (DA + DC + D) (A + C) (C) (C + D) (B + D) (A + D) (A + B), Idempotent low 
 = (D)(C) (B + D) (A + D) (A + B); Absorption law 
 = (C)(D) (B + D) (A + D) (A + B); Commutative low 
 = (C)(D) (A + B); Absorption law 
 =  (CDA) + (CDB); Distributive low 
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 = (ACD) + (BCD); Commutative low 
 = (A ∧ C ∧ D) ∨ (B ∧ C ∧ D)  
 
d. Decision Rules 

After obtaining the reduct for each equivalent class, the next step is determining the decision rules. 

From 23 equivalent classes, 21 decision rules are obtained as follows. 

1. (𝐴 ∧ 𝐶 ∧ 𝐷) 

a. Following are the decision rules obtained from EC1. 

“If the mother’s education level = SHS and status of exclusive breastfeeding = no and history of  

illness in the last month = yes, then the nutritional status of the toddler = severely underweight  

or underweight.” 

b. Following are the decision rules obtained from EC5. 

“If the mother’s education level = ES and status of exclusive breastfeeding = yes and history of 

illness in the last month = yes, then the nutritional status of the toddler = underweight or normal.” 

c. Following are the decision rules obtained from EC9. 

“If the mother’s education level = SHS and status of exclusive breastfeeding = yes and history of 

illness in the last month = yes, then the nutritional status of the toddler = underweight.” 

d. Following are the decision rules obtained from EC16, EC17, and EC19. 

“If the mother’s education level = JHS and status of exclusive breastfeeding = yes and history of 

illness in the last month = no, then the nutritional status of the toddler = normal.” 

2. (𝐵 ∧ 𝐶 ∧ 𝐷) 

a.  Following are the decision rules obtained from EC1. 

      “If the mother’s level of knowledge = good and status of exclusive breastfeeding = no and history of  

illness in the last month = yes, then the nutritional status of the toddler = severely underweight or 

underweight.” 

3. (𝐴 ∧ 𝐵 ∧ 𝐶 ∧ 𝐷) 

a. Following are the decision rules obtained from EC2. 

“If the mother’s education level = SHS and the mother’s level of knowledge = good and status of 

exclusive breastfeeding = no and history of illness in the last month = no, then the nutritional status 

of the toddler = normal or underweight.” 

b. Following are the decision rules obtained from EC10. 

“If the mother’s education level = SHS and the mother’s level of knowledge = good and status of 

exclusive breastfeeding = yes and history of illness in the last month = no, then the nutritional status 

of the toddler = normal.” 

4. (𝐴 ∧ 𝐵 ∧ 𝐶) 

a.  Following are the decision rules obtained from EC8. 

 “If the mother’s education level = ES and the mother’s level of knowledge = deficient and status of  

 exclusive breastfeeding = yes, then the nutritional status of the toddler = underweight or normal.” 

b.  Following are the decision rules obtained from EC18. 

“If the mother’s education level = JHS and the mother’s level of knowledge = good and status of 

exclusive breastfeeding = no, then the nutritional status of the toddler = normal.” 

c. Following are the decision rules obtained from EC20. 
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“If the mother’s education level = JHS and the mother’s level of knowledge = sufficient and status of 

exclusive breastfeeding = no, then the nutritional status of the toddler = underweight.” 

d. Following are the decision rules obtained from EC3. 

“If the mother’s education level = SHS and the mother’s level of knowledge = deficient and status of 

exclusive breastfeeding = yes, then the nutritional status of the toddler = underweight.” 

5. (𝐴 ∧ 𝐵 ∧ 𝐷) 

a. Following are the decision rules obtained from EC14. 

“If the mother’s education level = JHS and the mother’s level of knowledge = deficient and history 

of illness in the last month = yes, then the nutritional status of the toddler = underweight.” 

b.  Following are the decision rules obtained from EC4. 

“If the mother’s education level = JHS and the mother’s level of knowledge = good and history of 

illness in the last month = yes, then the nutritional status of the toddler = normal or overweight.” 

c.  Following are the decision rules obtained from EC17 and EC18. 

“If the mother’s education level = JHS and the mother’s level of knowledge = good and history of 

illness in the last month = no, then the nutritional status of the toddler = normal.” 

6. (𝐴 ∧ 𝐷) 

a. Following are the decision rules obtained from EC7. 

“If the mother’s education level = university and history of illness in the last month = yes, then the 

nutritional status of the toddler = normal and underweight.” 

b. Following are the decision rules obtained from EC6. 

“If the mother’s education level = university and history of illness in the last month = no, then the 

nutritional status of the toddler = overweigh or normal.” 

7. (𝐴 ∧ 𝐵) 

a. Following are the decision rules obtained from EC11 and EC12. 

“If the mother’s education level = SHS and mother’s level of knowledge = sufficient, then the 

nutritional status of the toddler = normal.” 

b. Following are the decision rules obtained from EC23. 

“If the mother’s education level = ES and mother’s level of knowledge = sufficient, then the 

nutritional status of the toddler = normal.” 

8. (𝐵 ∧ 𝐶) 

a. Following are the decision rules obtained from EC13, EC15, EC21, and EC22. 

“If the mother’s level of knowledge = deficient and status of exclusive breastfeeding = no, then the 

nutritional status of the toddler = underweight.” 

b. Following are the decision rules obtained from EC11, EC19, and EC23. 

“If the mother’s level of knowledge = sufficient and status of exclusive breastfeeding = yes, then 

the nutritional status of the toddler = normal.” 

9. (𝐴 ∧ 𝐶) 

a. Following are the decision rules obtained from EC21 and EC22. 

“If the mother’s education level = ES and status of exclusive breastfeeding = no, then the 

nutritional status of the toddler = underweight”. 

Some relations, such as (𝐶 ∧ 𝐷), do not appear in the decision rule because they do not appear as a 

result of the reduct. Besides, there are several decision rules that experience inconsistencies. Therefore, it is 

necessary to calculate the strength of each decision rule so that it can choose a good decision rule in 

classifying data based on the highest strength. Table 6 presents the strength of each decision rule. 
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Table 6. Strength of Decision Rule 

No Decision Rule Strength No Decision rule Strength 

1 1.a(severely underweight) 1,54% 16 4.d(Normal) 4,62% 

2 1.a(Underweight) 3,08% 17 4.d(Underweight) 1,54% 

3 1.b(Underweight) 1,54% 18 5.a(Underweight) 1,54% 

4 1.b(Normal) 1,54% 19 5.b(Normal) 1,54% 

5 1.c(Underweight) 1,54% 20 5.b(Overweigh) 1,54% 

6 1.d(Normal) 16,92% 21 5.c(Normal) 4,62% 

7 2.a(severely underweight) 1,54% 22 6.a(Normal) 1,54% 

8 2.a(Underweight) 3,08% 23 6.a(Underweight) 1,54% 

9 3.a(Normal) 3,08% 24 6.b(Overweigh) 1,54% 

10 3.a(Underweight) 3,08% 25 6.b(Normal) 6,15% 

11 3.b(Normal) 6,15% 26 7.a(Normal) 18,46% 

12 4.a(Underweight) 4,62% 27 7.b(Normal) 1,54% 

13 4.a(Normal) 4,62% 28 8.a(Underweight) 10,77% 

14 4.b(Normal) 1,54% 29 8.b(Normal) 24,62% 

15 4.c(Underweight) 1,54% 30 9.a(Underweight) 6,15% 

For example, strength of 1.b (Normal) can be obtained as follow 

𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ (1. 𝑏 𝑁𝑜𝑟𝑚𝑎𝑙) =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑐𝑎𝑟𝑑(𝑈)
× 100% =  

1

65
× 100% = 1,54%   

There are some inconsistent rules in Table 6 and for each inconsistent decision rule, a rule with a 

higher strength will be selected. For example, writing 1.a (severely underweight) means that decision rule 1.a 

is severely underweight and 1.a (underweight) means that decision rule 1.a is underweight. Because 1.a 

(underweight) has a higher strength value than 1.a (severely underweight), the decision rule used in object 

classification is rule 1a(underweight). Furthermore, some inconsistent rules have some strength, so it is 

necessary to identify the coverage of these decision rules. Table 7 presents the coverage of decision rules 

that have same strength. The rule with a higher coverage will be selected as final decision rule. For instance, 

the coverage for decision rule 1b (underweight) can be calculated as follow 

𝐶𝑜𝑣𝑒𝑟𝑎𝑔𝑒( 1. 𝑏 𝑁𝑜𝑟𝑚𝑎𝑙) =
𝑠𝑢𝑝𝑝𝑜𝑟𝑡

𝑐𝑎𝑟𝑑(𝑔)
× 100% =  

1

43
× 100% = 2.33% 

Table 7. The coverage of decision rules that have same strength. 

Decision Rule Strength Coverage 

1.b(Underweight) 1,54% 5,26% 

1.b(Normal) 1,54% 2,33% 

3.a(Normal) 3,08% 4,65% 

3.a(Underweight) 3,08% 10,53% 

4.a(Underweight) 4,62% 15,79% 

4.a(Normal) 4,62% 6,98% 

5.b(Normal) 1,54% 2,33% 

5.b(Overweigh) 1,54% 0,50% 

6.a(Normal) 1,54% 2,33% 

6.a(Underweight) 1,54% 5,26% 

After the decision rules are obtained, the classification accuracy will be calculated using testing data. 

Classification accuracy measures how well the decision rules obtained classify new data. Table 8 presents 

the confusion matrix based on the nutritional status of toddlers at the Posyandu in Semen Village, Paron 

District, Ngawi Regency. 
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Table 8. Confusion Matrix 

Testing Data  Prediction Result 

Overweigh Normal Underweight Severely 

Underweight 

Overweigh 0 0 1 0 

Normal 0 16 1 0 

Underweight 0 1 3 0 

Severely 

Underweight 

0 0 0 0 

Based on Table 8, the estimation accuracy value can be determined as follows 

𝐻𝑖𝑡𝑅𝑎𝑡𝑖𝑜   =
0 + 16 + 3 + 0

22
× 100% 

=     
19

22
× 100% 

=          86.36%. 
 

The accuracy of data classification is 86.36%, meaning that out of 22 data testing, 86.36% of the 

data had been classified correctly. 

Discussion 

The decision table in this study is the decision table that experiences inconsistencies. This is caused by 

the value of the condition attribute under five being the same but having a different decision attribute value. 

One of the cases that caused the inconsistency of the decision table was toddlers P1, P4, and P5 in Table 2. 

Toddlers P1, P4, and P5 all had mothers with Senior High School education levels, good knowledge, no 

history of exclusive breastfeeding, and a history of illness in the last month. However, toddlers P1 have a 

decision value of severely underweight, while toddlers P4 and P5 have a decision value of underweight. 

Since the decision table belongs to the decision table that experiences inconsistency, the resulting 

decision rules will also experience inconsistency. This is indicated by decision rules 1.a, 1.b, 2a, 3.a, 4.a, 4.d, 

5.b, 6.a, and 6.b. With the inconsistency of decision rules, it will be difficult to determine the nutritional status 

of children under five. For example, there are toddlers whose mothers have a senior high school education 

level, have a good knowledge level, have no history of exclusive breastfeeding, and have a history of illness 

in the last month. By paying attention to the attribute value of the toddler's condition the value of the condition 

attribute of the toddler, the toddler can be classified as having severely underweight or underweight status by 

decision rule 1.a. To overcome this problem, the highest strength value of decision rule 1.a will be considered. 

By observing Table 6, the toddler is classified as underweight because it has the highest strength value of 

3.08%. There are several cases in the classification process, the value of the condition of children under five 

satisfies several different decision rules. For example, there are toddlers with mothers with senior high school 

education levels, deficient mothers’ level of knowledge, history of exclusive breastfeeding, and history of 

illness in the last month. By taking into account the value of the condition attribute of the toddler, the toddler 

can be classified as having an underweight status by decision rule 1.c or can be classified as having normal 

or underweight by decision rule 4.d. To overcome this problem, the strength of each decision rule that satisfies 

will be calculated. By observing Table 6, the toddler is classified as having normal nutritional status because 

it has the highest strength value of 4.62%. 

The accuracy results after applying the rough set algorithm to classify the nutritional status of toddlers 

at the posyandu in Semen Village, Paron District, Ngawi Regency, obtained a quite high accuracy of 86.36%. 

This shows that the rough set algorithm can give a good classification of toddlers at the posyandu in Semen 

Village, Paron District, Ngawi Regency, into groups of nutritional status. However, an Overweight person is 

predicted an underweght person. It is very significant and this condition may occur because of unbalanced 

data class. RST studies on unbalanced data can be developed into the next research topic. 
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4. CONCLUSIONS 

Applying the rough set algorithm to classify toddlers at the posyandu in Semen Village, Paron District, 

Ngawi Regency, into groups of nutritional status produces 21 decision rules. The decision table in this study 

is inconsistent, so the resulting decision rules are also inconsistent. Of the 21 decision rules, nine decision 

rules experience inconsistency. The selection of decision rules that experience inconsistencies is based on 

each decision rule’s highest strength value. The rough set algorithm can classify toddlers at the posyandu in 

Semen Village, Paron District, Ngawi Regency, into groups with good classification. This is indicated by the 

results of the accuracy of 86.36%, which is quite high. 
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