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ABSTRACT 

Article History: 
Survival analysis is a statistical procedure in analyzing data with the response variable is time 

until an event occurs (time-to-event). In the last few years, many classification approaches have 

been developed in machine learning, but only a few considered the presence of time-to-event 

variable. Random Survival Forest and Survival Support Vector Machine are machine learning 

approach which is a nonparametric classification method when dealing with large data and a 

response variable of survival time. Random Survival Forest is tree based method that using 

boostrapping algorithm, and Survival Support Vector Machine using hybrid approaches 

between regression and ranking constrain. The data used in this study is generated data in the 

form of right-censored survival data. This study uses the RandomForestSRC and SurvivalSVM 

packages on R software. This study aimed to compare the performance of the Survival Support 

Vector Machine and Random Survival Forest methods using simulation studies. Simulation 

results on right-censored survival data using binary predictor variables scenario indicate that 

the Survival Support Vector Machine (SSVM) method with Radial Basic Function Kernel (RBF 

Kernel) has the best model performance on data with small volumes, whereas when the data 

volume becomes larger, the method that has the best performance is Survival Support Vector 

Machine using Additive Kernel. Meanwhile, Random Survival Forest is a method that has the 

best performance for all conditions in mixed predictor variables scenario. Method, proportion 

of censored data and size of data are factors that affect the model performance. 
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1. INTRODUCTION 

Survival analysis is a statistical procedure for analyzing data with a response variable: the time until 

an event occurs (time-to-event) [1] . Many things should be considerd in survival analysis. The first thing is 

types of censoring. There are three types of censoring in this analysis, such as right censoring, left censoring 

and interval censoring [2]. Right censoring is used for the object who is not have an event until the end of the 

research. Right censoring is also the most frequent type of censoring that used in the research [3]. Second, in 

survival analysis, there is a function that show the probability of an event occurring at a given time interval 

named hazard function. There are three kinds of hazard function: decreasing hazard function, increasing 

hazard function and constant hazard function [4]. Hazard function will affect the probability of the object to 

survive based on the time. Third, three kinds of survival analysis methods are parametric, semi-parametric 

and non-parametric methods [5]. 

  One of the developments in survival analysis using non-parametric machine learning method was 

carried out by Fouodo et al who applied survival analysis with Support Vector Machine (SVM) approach [6]. 

Xia & Jin [7] developed and then Sudharsan [8] applied it in non-medical case for churn prediction. Ishwaran 

et al [9] created the development of Random Forest to analyze survival data and then Ullah et al [10] applied 

it non-medical case, especially in a telecommunication company. 

Several subsequent studies have discussed the performance comparation between non-parametric 

methods using machine learning with the semi-parametric method. Van Belle et al [11] used Survival Support 

Vector Machine (SSVM). They compared it with Cox-Proportional Hazard (CPH), Accelerated Failure Time 

Model (AFT Model), cSVM-Linear (SVM with Linear Kernel) and cSVM-Gaussian Radial Basis Function 

Kernel (SVM with RBF Kernel and used 2 different dataset. The conclusion is the results using SSVM are 

better than using CPH or AFT for that case. Besides that, Hadanny et al [12] and Khotimah et al [13] 

compared CPH and Random Survival Forest (RSF) to build the best model that can find influential factor 

from survival time of the patient. They stated that RSF performs better based on concordance index (c-index) 

and log rank score. Then, Saadati & Bagheri [14] applied and compared RSF and CPH, CI-Forest, and Kaplan 

Meier to predict the distance between the first child birth and marriage and they found that RSF was the best 

method with the biggest c-index score. 

Based on the explanation presented, this research aims to conduct a simulation study to compare the 

performance of Survival Support Vector Machine and Random Survival Forest on survival data, and 

determine the factors that influence model performance. This research follows the scenario of right censoring 

data and use package RandomForestSRC and SurvivalSVM in R. 

2. RESEARCH METHODS 

The simulations in this research follow the simulation scenarios carried out by Nesseije et al [15] and 

Wan et al [16]. Data in this simulation was generated from the right censoring survival scenario. The model 

used in this study is a proportional hazard model with a Weibull spread response variable. The general form 

of this model is as follow [17]: 

         ℎ(𝑦) =  𝜆𝑦𝜆−1 exp(𝛽0 + 𝛽1𝑥1 +⋯+ 𝛽𝑘𝑥𝑘) , 𝑦~𝑊𝑒𝑖𝑏𝑢𝑙𝑙                           (1) 

which 𝝀 is the shape parameter from Weibull distribution. 

The process includes 2 stages, such as, process of generating simulation data and process of analyzing 
simulated data. 

2.1 Process of Generating Simulated Data 

The data was generated using 2 scenarios of predictor variables, there are binary and secondary 

predictor variables. The steps taken in the process of generating data with binary or mixed predictor scenarios 

are as follows: 

1. Set the amount of data, n = 200, 400, 600, 800, 1000, 1200, 1400, 1600, 1800 dan 2000. 

2. Generate predictor variables X1, X2, X3, X4, for the simulation with binary predictor variables 

scenarios, all of the predictor variables spread X1 ~ Bernoulli (0.3), X2 ~ Bernoulli (0.4), X3 ~ Bernoulli 
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(0.5), X4 ~ Bernoulli (0.6). For the simulation with mixed predictor variables, the predictor variables 

spread X1 ~ N(0,1), X2 ~ U(0,1), X3 ~ Bernoulli(0.5) dan X4 ~ Poisson(5). 

3. Set the coefficient value β0, β1, β2, β3, β4. The coefficient was only until β4 because this study only 
used 4 predictor variables. 

4. Generate data with 3 scenarios with parameter α = 0.8 for scenario 1 (decreasing hazard function), α 
= 1.2 for scenario 2 (increasing hazard function) and α = 1 for scenario 3 (constant hazard function). 
Parameter λ obtained based on formula: 

                     𝜆 = exp(−
𝛽0
𝛼
−∑

𝛽𝑘
𝛼
𝑋𝑘

𝑘

𝑖=𝑖

) , 𝑘 = 1,2,3,4                                   (2) 

5. Generate the survival time 𝑡𝑖  , 𝑖 =  1,2,…  𝑛 use random value from ti ~ Weibull(scale = α, shape = 

λ). 

6. Set value of parameter θ used this formula: 

                         (𝜃|𝑝) =  ℙ(𝛿 = 1|𝛼, 𝜃) − 𝑝                                                       (3)                

                                                         = ∫ ℙ(𝛿 = 1|𝑢, 𝛼, 𝜃)𝑓
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, 
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)                             (4) 

Then the solution of parameter 𝜃 is obtained by solving the equation 𝛾(𝜃|𝑝) = 0 for all possible 

combinations of individual censor opportunities ℙ(𝛿 = 1|𝜆𝑖 , 𝛼, 𝜃) and density function 𝑓𝜆𝑖(𝑢𝑙) The 

proportion of censored data (p) used is 20%, 50% and 80%. The density functions 𝑓𝜆𝑖(𝑢𝑙) in binary 

predictor variables scenario can be written as follows: 

                 𝑓𝜆𝑖(𝑢𝑙) =  ∏𝑝𝑗
𝑙(𝑘,2)
(𝑗)

𝑘

𝑗=1
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                                    (5) 

with 

                                       𝑢𝑙 = exp (−
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For 𝑙 ∈ {0,1,2,… , 2𝑘} and 𝑙(𝑘,2)
(𝑗)

 is jth element in 𝑘 × 1 vector from lth realization from binary 

variables < 𝑋1, 𝑋2, … , 𝑋𝑘 >. While the probability density function 𝑓𝜆𝑖(𝑢𝑙) in the mixed predictor 

variable scenario can be written as follows: 
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                         (7) 

7. Generate 𝑇𝑖 censored time from a random variable 𝑇𝑖~𝑈(0, 𝜃), assuming that the data is right 

censored and 𝛿𝑖 is an uncensored indicator. 

                                  𝛿𝑖 = {
0,        𝑐𝑒𝑛𝑠𝑜𝑟𝑒𝑑 𝑖𝑓  𝑡𝑖 > 𝑇𝑖
1,    𝑢𝑛𝑐𝑒𝑛𝑠𝑜𝑟𝑒𝑑 𝑖𝑓 𝑡𝑖 ≤ 𝑇𝑖  

                                    (8) 

8. Combining survival time 𝑡𝑖, uncensored indicator 𝛿𝑖 and independent variables into one dataset.  

9. Repeat step 1-8 for 3 times using 3 different generation data for each combination of n, 𝛼 and p. 

2.2 Process of Simulation Data Analysis 

After generating the data, the following stages of analysis are carried out to obtain the best method. 
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1. Divide the data into 2 parts, 70% training data and 30% testing data. 

2. Using training data, build a Random Survival Forest and Survival Support Vector Machine model 
with Linear Kernel, Gaussian Radial Basic Kernel Function, and Additive Kernel. 

3. Evaluate all models formed using test data by considering the c-index value. 

4. Conduct an Analysis of Variance (ANOVA) test to determine the effect of each parameter and the 
interaction of the c-index value using the following test hypothesis [18] : 

𝐻0 ∶  The factor being tested has no significant effect on model performance. 

𝐻1 ∶  The factor being tested has a significant effect on model performance. 

The conclusion obtained is reject 𝐻0 when the p-value < 0.05, meaning that the factor being tested 

has a significant effect on model performance. 

5. Interpretation of result. 

3. RESULTS AND DISCUSSION 

There are 2 main scenarios used in this study, scenarios using binary predictor variables and scenarios 

using mixed predictor variables. 

3.1 Simulation using Binary Predictor Variables 

Three hazard function scenarios were represented by 𝛼, 3 censored data proportion scenarios 

represented by p, 10 data quantity scenarios described by n and modeled by 4 methods then evaluated with 

c-index. C-index is show the performance of model and its value is between 0-1.  After that, the result will be 

tested with ANOVA (Analysis of Variance) to determine the factors influencing the model. The results of 

ANOVA test can be seen in Table 1. 

Table 1. Result of ANOVA from Binary Predictor Variables Scenario 

Tested Factors DB P-Value Hypothesis Result 

n 9 0.000 Significant 

𝛼 2 0.641 Not Significant 

p 2 0.000 Significant 

Method 3 0.000 Significant 

Interaction n & 𝛼 18 1.000 Not Significant 

Interaction n & p 18 0.000 Significant 

Interaction n & method 27 0.000 Significant 

Interaction 𝛼 & p 4 0.771 Not Significant 

Interaction 𝛼 & method 6 0.999 Not Significant 

Interaction p & method 6 0.071 Not Significant 

Based on the results on Table 1, the interaction between 𝛼 and the other factors are not significant with 

c-index of the model. The main effect of alpha is also not significant with c-index. That means that model 

has the same performance pattern in all hazard functions. The quantity of data (n) and censored data 

proportion (p) significantly impact the c-index, which means the pattern of model for every n are not same 

for all p. Whereas the proportion of censored data (p) does not have significant interaction with method. 

However, the p-value was 0.071 and it closed to the significant level 0.05. Based on the previous explanation, 

sample size (n), censored data proportion (p) and method significantly impact the model performance, both 

on the main efects or the interaction of each factor on other factors. The impact of all the  3 factors will be 

explained in more detail based on the results obtained in Figure 1. 

In Figure 1, six line charts show the model performance. The figure was build based on Random 

Survival Forest (RFS) and Survival Support Vector Machine (SSVM) with Additive Kernel Function (ADD), 

Radian Basic Function Kernel (RBF) and Linear Kernel Function (LIN). It has been conducted in every n 

and 3 type of censored data proportion. The first condition is when the censored data is dominant over the 

uncensored data (p = 0.8), second condition is when the censored data have same proportion with the 

uncensored data (p = 0.5), and the last one is when the uncensored data is dominant over the censored data 

(p = 0.2). Then the model was smoothed by using the moving average method to make it easier to see the 

patterns from analysis results. Figure 1 shows that when the smoothing was not used, the average value of 
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c-index from all models that have been developed based on a combination of 3 parameters in the scenarios 

with binary predictor variables are in range 0.4571 and 0.6123. When the proportion of censored data 

dominates the uncensored data, the performance of 4 methods became unstable for all n since the line charts 

tend to fluctuate compared to when p=0.5 and p=0.2 for both models with moving average treatment or not. 

It can be seen in Figure 1, that the more observations in the sample, the better the model performance 

will slowly be, especially when using the SSVM(ADD) method when creating the model. SSVM(ADD) is a 

method whose performance highly depends on the number of observations used. The position of the line chart 

shows this for the SSVM(ADD) method which is in rank 3 (when p = 0.8 & p = 0.5) and rank 4 (when p = 

0.2) based on c-index when the amount of data is less than 800 observations, but following is the method with 

the best performance, especially when n is 1600 observations. Random Survival Forest (RSF) is the method 

that has the most consistent performance (shown from the unfluacted line on the smoothed chart, especially 

when the p = 0.8) , but it is also the method with the lowest performance compared to the other 3 methods in 

almost all of n, it shown from the unsmoothed chart, RSF has the smallest c-index in 21 of 30 combination n, 

p, 𝛼. Otherways, when the predictor variables used are all binary, the performance of Survival Support Vector 

Machine is better than the Random Survival Forest method. SSVM(RBF) is the method with the best model 

performance compared to the other three methods when n is small, while its performance will then be 

followed by SSVM(ADD) when n is large. 

 

 

 
(a)                                                                                (b) 

 

 
    (c)                                                                                  (d) 

 

 
    (e)                                                                                  (f) 
 

 Figure 1. C-index line chart of the model based on method and amount of data in the binary predictor variables 

scenario with (a) censored data proportion (p=0.8) without smoothing, (b) censored data proportion 

(p=0.5) using moving average, (c) censored data proportion (p=0.2) without smoothing, (d) censored 

data proportion (p=0.8) using moving average, (e) censored data proportion (p=0.5) without 

smoothing, (f) censored data proportion (p=0.2) using moving average. 

3.2 Simulation using Mixed Predictor Variables 
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Three 3 hazard function scenarios are represented by 𝛼, 3 censored data proportion scenarios 

represented by p, 10 data quantity scenarios represented by n and modeled by 4 methods then evaluated with 

c-index. After that, the result will be tested with ANOVA (Analysis of Variance) to determine the factors that 

influence the model. The results of ANOVA test can be seen in Table 2. 

Table 2. Result of ANOVA from Mixed Predictor Variables Scenario 

Tested Factors DB p-Value Hypothesis Result 

n 9 0.175 Tidak Signifikan  

𝛼 2 0.046 Signifikan 

p 2 0.002 Signifikan 

Method 3 0.000 Signifikan 

Interaction n & 𝛼 18 0.036 Signifikan 

Interaction n & p 18 0.000 Signifikan 

Interaction n & method 27 0.000 Signifikan 

Interaction 𝛼 & p 4 0.025 Signifikan 

Interaction 𝛼 & method 6 0.058 Tidak Signifikan 

Interaction p & method 6 0.000 Signifikan 

Based on the result in Table 2, the quantity of data (n) does not significantly impact model performance 

(based on c-index). That model performance tends to have same pathe  Interaction between 𝛼 and other factors 

have significant impact to the value of c-index of the model. Interaction 𝛼 and method was insignificant, 

meaning the pattern of performance from all methods was the same for all hazard function. But, although the 

interaction 𝛼 with the quantity of data (n) and censored data proportion (p) was significant, the p-value was 

so closed to 0.05. It can be concluded that 𝛼 did not have a big impact on model performance. The method 

has significant interaction with the proportion of censored data (p).  It means the pattern of the model was not 

same for all p.  Based on p-value, the censored data proportion (p) and method have significant impact to 

model performance both as the main and the interaction effects. To see in more detail and compare the results 

with scenario of binary predictor variables, then a line diagram of 3 factors is formed, namely the method, 

the proportion of censored data (p), the amount of data (n) and the results can be seen in Figure 2. 

 

 
 

                                                        (a)                                                                              (b) 

 
 

                                                        (c)                                                                              (d) 

 

 
 

                                                        (e)                                                                              (f) 
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Figure 2. C-index line chart of the model based on method and amount of data in the mix predictor variables 

scenario with (a) censored data proportion (p=0.8) without smoothing, (b) censored data proportion 

(p=0.5) using moving average, (c) censored data proportion (p=0.2) without smoothing, (d) censored 

data proportion (p=0.8) using moving average, (e) censored data proportion (p=0.5) without smoothing, 

(f) censored data proportion (p=0.2) using moving average. 

There is a line chart that shows the performance value of the model formed using Random Survival 

Forest (RSF), Survival Support Vector Machine (SSVM) with Additive Kernel Function (ADD), Radian 

Basic Function Kernel (RBF) and Linear Kernel Function (LIN) in every n with 3 condition of censored data 

proportion, such as when censored data proportion is bigger than uncensored data (p=0.8), censored data 

proportion is same with uncensored data (p=0.5) and when uncensored data proportion is bigger than 

censored data (p=0.2). Then the model was smoothed by using moving average method to make it easier to 

see the patterns from analysis results. Based on the results obtained from Figure 2, when smoothing is not 

carried out, the c-index values of all models formed in scenarios using mixed predictor variables range from 

0.3512 to 0.7700. The range of performance values is wider than in scenarios using binary predictor variables. 

For the binary predictor variable scenario, Figure 2 show that when the proportion of censored data is 

dominant to uncensored data (p=0.8), the performance of all methods becomes more volatile compared to 

when the proportions are balanced (p=0.5) and the proportion of uncensored data is dominant to censored 

data (p=0.2). This volatility because uncensored data are observations with events, and in real conditions, 

this modelling is done to predict the time of an observation until an event occurs. In Figure 2 can also seen 

that when the proportion of uncensored data is dominant (p = 0.2) and balanced (p = 0.5) against the censored 

data, the increase in the number of observations does not affect the performance of the model and applies 

equally to all methods, but when the proportion of censored data is dominant, the number of observations 

affects the model’s performance. 

In contrast to the results obtained in scenarios with binary predictor variables, in this case, the 

performance of Random Survival Forest is superior compared to the Survival Support Vector Machine with 

3 kinds of Kernel Functions and applies to all n used in this study, then in terms of performance in proceed 

by SSVM(ADD), SSVM(RBF) and SSVM(LIN) methods. This is also in accordance with research that was 

conducted by [19] & [20] in real case with mixed predictor variables, the result was that RSF was better at 

predicting compared to CPH and SSVM. 

4. CONCLUSIONS 

The type of method used and the proportion of censored data affect the model's performance in both 

binary and mixed predictor scenarios. When the proportion of censored data is dominant, the model 

performance becomes less stable indicated by the level of diversity of the c-index value. When the predictor 

variables used are entirely binary, the number of observations affect the model performance especially in 

SSVM method, but when the predictor variables used are mixed, the number of observations will only have 

an effect when the proportion of censored data is dominant to uncensored data. The results of right-censored 

endurance data with scenarios using binary predictor variables show that the Survival Support Vector 

Machine (SSVM) using Radial Basic Function Kernel (RBF Kernel) performs better on small-size data. 

Meanwhile, when the data size becomes larger, the method that has the best performance is Survival Support 

Vector Machine using Additive Kernel (SSVM ADD). Random Survival Forest is a method that has the best 

performance for all conditions in mixed predictor scenarios. 
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