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ABSTRACT 

Article History: 
College is an optional final stage in formal education. At this time, universities are required to 

have good quality by utilizing all the resources they have. Therefore, efforts are needed to help 

the faculty and study program make policies and decisions. One of the efforts that can be made 

is to classify student graduation status as early as possible to increase the number of students 

graduating on time. Thus, a classification algorithm is needed to avoid overfitting and produce 

good accuracy. The purpose of this study was to classified the student graduation status of the 

Statistics Untan Study Program using the XGBoost algorithm. XGBoost is an ensemble 

algorithm obtained through the development of gradient boosting. XGBoost has several 

features that can be used to prevent overfitting, but it can only process numerical data. 

Therefore, 140 numerical data were adjusted using the dummy technique in this study. The 

resulting XGBoost classification model is optimal at the number of rounds is 3 and the number 

of folds is 5. Based on the performance evaluation of the XGBoost algorithm, an accuracy of 

75,00%, precision of 88,89%, sensitivity of 76,19% and specificity of 71,43% were obtained. 

Thus, the performance of the XGBoost algorithm is classified as good. 
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1. INTRODUCTION 

College is an optional final stage in formal education [1]. At this time, universities are required to have 

good quality by utilizing all the resources they have. The quality of a university in each study program in 

Indonesia is measured based on accreditation organized by the National Accreditation Board of Higher 

Education (BAN-PT). The government formed BAN-PT to conduct and develop college accreditation 

independently. Accreditation is an external quality assurance system as part of the Higher Education Quality 

Assurance System, which is carried out based on interactions between standards or criteria in Higher 

Education Standards [2]. 

There are nine criteria for assessing study program accreditation, two of which are students and tri-

dharma outcomes and achievements. The tri-dharma output criteria include graduates' Grade Point Average 

(GPA), study period, study success and timely graduation. Thus, a university must maintain the quality of its 

students by paying attention to the quality of graduates, which can be reviewed through the length of the 

study period and timely graduation.  

Tanjungpura University (Untan), located in Pontianak City, West Kalimantan, is one of the state 

universities in Indonesia. In Untan, there are nine faculties consisting of 96 study programs. One of the 

faculties at Untan is the Faculty of Mathematics and Natural Sciences (FMIPA) which houses the Statistics 

Study Program. In paying attention to the quality of its students, the academic department of FMIPA Untan 

evaluates the success of student studies at the end of each semester, the end of the first four semesters, the 

end of eight semesters and the end of the study program. Student graduation is said to be on time if the length 

of study is less than or equal to four years and a minimum learning load of 144 credits [3]. 

In reality, students of the Statistics Study Program of FMIPA Untan with on-time graduation status are 

fewer than students with untimely graduation status. The number of students with the status of graduating on 

time is 56, while the number of students with the status of not graduating on time is 84. This is a problem for 

the accreditation assessment of the Statistics Study Program. Therefore, efforts are needed to help the faculty 

and study program make policies and decisions. Efforts can be made to classify student graduation status as 

early as possible to increase the number of students graduating on time. Data mining is one method that can 

be utilized for classification.  

Data mining is a technique that combines several sciences, such as machine learning, pattern 

recognition, statistics and visualization, to obtain information from large databases [4]. The technique in data 

mining that is often used is classification. Classification is analyzing data to produce models to classify data 

into specific classes. An algorithm that can be used is eXtreme Gradient Boosting (XGBoost).  

XGBoost is an ensemble algorithm obtained through the development of gradient boosting. XGBoost 

has several features that can be used to prevent overfitting. XGBoost consists of multiple trees that produce 

one final tree with the best results. The main reason behind the success of the XGBoost algorithm is its ability 

to adapt to various situations (flexible) due to improvements from previous calculations [5]. Several studies 

using the XGBoost algorithm have been conducted, as in references [5] [6] [7] [8]. Meanwhile, reference [9] 

research predicting student graduation status. This research differs from other research that has been done, 

namely the development of dummy techniques in adjusting the form of numerical data, and there is no need 

to select features in it. 

In this study, the classification of the graduation status of students of the Untan Statistics Study 

Program was carried out and evaluated the performance of the XGBoost algorithm was using the confusion 

matrix. The performance evaluation of the XGBoost algorithm includes accuracy, precision, sensitivity and 

specificity. 

2. RESEARCH METHODS 

2.1 Classification 

Classification is a data mining method that machines use to sort or categorize objects based on specific 

characteristics, such as humans trying to distinguish one object from another [10]. According to [11], 

classification is finding a model that can explain and distinguish data classes based on their classification 

structure used in categorical labels. There are four components in classification as follows: 

1. Class 
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Class is categorical data representing the label contained in the object after classification. 

2. Attributes 

Attributes are independent variables of the model to be classified. 

3. Training Data 

Training data is a collection of data used to train the model in finding the appropriate class based on the 

appropriate classification. 

4. Test Data 

Test data is a set of new data that will be classified by the previously formed model so that the 

classification algorithm can be evaluated. 

2.2 Binary Sigmoid Function 

In classification trees with binary classes, the probability value on the output leaf can be updated using 

a sigmoid function. The sigmoid function is a mathematical function with an interval between 0 and 1. If the 

value is more than 0,50, the instance is classified as class 1. If the sigmoid value is less than 0,50, the instance 

is classified as class 0 [12]. 

2.3 eXtreme Gradient Boosting  

Gradient Boosting, also known as eXtreme Gradient Boosting, was first proposed by Dr. Tianqi Chen 

of the University of Washington in 2014 [13]. XGBoost is an improvement of the Gradient boosting algorithm 

that can build classification trees efficiently and operate in parallel [14]. In XGBoost, the new model predicts 

the residuals of the previous model and then sums them up to obtain the final prediction. The XGBoost model 

starts with a leaf, with the initial leaf filled with probability values of the predicted attributes [15]. The steps 

in building an XGBoost tree are as follows: 

a. Initialize the initial probability of prediction (𝑃𝑟𝑖
1), with 𝑖 = 1,2, … , 𝑛. 

b. Calculate the residuals with the following formula: 

 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑖
𝑡 = 𝑌𝑖 − 𝑃𝑟𝑖

𝑡 (1) 

c. Calculate the cover value of the attribute with the following formula: 

 
𝐶𝑜𝑣𝑒𝑟(𝐴) = ∑(𝑃𝑟𝑖

𝑡(1 −

𝑛

𝑖=1

𝑃𝑟𝑖
𝑡)) 

(2) 

d. Calculate the similarity score (SS) with the following formula: 

 
𝑆𝑆𝑛𝑜𝑑𝑒 =

(∑ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑖)𝑛
𝑖=1

2

∑ (𝑃𝑟𝑖
𝑡(1 −𝑛

𝑖=1 𝑃𝑟𝑖
𝑡)) + 𝜆

 
(3) 

e. Calculate the attribute gain value with the following formula: 

 𝐺𝑎𝑖𝑛(𝐴) = 𝑆𝑆𝑙𝑒𝑓𝑡 + 𝑆𝑆𝑟𝑖𝑔ℎ𝑡 − 𝑆𝑆𝑟𝑜𝑜𝑡 (4) 

f. Calculate the leaf output value with the following formula: 

 
𝑂𝑢𝑡𝑝𝑢𝑡(𝐴)𝑖 =

∑ 𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙𝑖
𝑛
𝑖=1

∑ (𝑃𝑟𝑖(1 −𝑛
𝑖=1 𝑃𝑟𝑖)) + 𝜆

 
(5) 

g. Calculate the log odds value as follows: 

 
𝐿𝑜𝑔 𝑜𝑑𝑑𝑠𝑖

𝑡 = 𝑙𝑜𝑔 (
𝑃𝑟𝑖

𝑡

1 − 𝑃𝑟𝑖
𝑡) 

(6) 

h. Update the probability value to be normalized with the following formula: 

 𝑃𝑟𝑖
𝑡+1 = log  𝑜𝑑𝑑𝑠𝑖

𝑡 + (𝜂 × 𝑜𝑢𝑡𝑝𝑢𝑡(𝐴)𝑖) (7) 

i. Normalize the probability value using the binary sigmoid function as follows: 



1788 Dwinanda, et. al.    CLASSIFICATION OF STUDENT GRADUATION STATUS USING XGBOOST ALGORITHM…  

 
𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑃𝑟𝑖

𝑡+1) =
𝑒𝑥𝑝𝑃𝑟𝑖

𝑡+1

1 + 𝑒𝑥𝑝𝑃𝑟𝑖
𝑡+1 

(8) 

j. Repeating step b up to i. 

k. Evaluate the performance of the classification algorithm. 

2.4 Classification Algorithm Performance Evaluation 

Confusion Matrix (CM) is one of the methods used to evaluate the accuracy of the model that has been 

formed. CM contains comparison information between the model output and actual classification results. The 

four components that represent the classification results in CM are True Positive (TP), True Negative (TN), 

False Positive (FP) and False Negative (FN), which can be seen in Table 1 [16]. 

Table 1. Confusion Matrix 

Confusion Matrix 
Actual 

Positive Negative 

Predicted 

Positive 
True Positive (TP) 

Correct result 

False Positive (FP) 

Unexpected result 

Negative 
False Negative (FN) 

Missing result 

True Negative (TN) 

Correct absence of result 

 According to Table 1, TP is a positive instance that is true, TN is a negative instance that is true, FP is 

a negative instance that is classified as positive, and FN is a positive instance that is classified as a negative 

instance. The formulation for calculating the accuracy, precision, sensitivity, and specificity values in the 

performance evaluation of classification algorithms is as follows: 

 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =

𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
× 100% 

(9) 

 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
× 100% 

(10) 

 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
× 100% 

(11) 

 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
× 100% 

(12) 

2.5 Research Data 

The data used in this study are primary and secondary. Primary data is obtained through questionnaires 

distributed to alums of Untan Statistics Study Program students. In contrast, secondary data is data on student 

graduation from Untan Statistics Study Program Period I Academic Year 2017/2018 to Period II Academic 

Year 2022/2023 obtained through academic FMIPA Untan and PDDIKTI Untan sites. The amount of data 

used amounted to 140 instances. 

2.6 Research Attributes 

This study used 11 attributes consisting of ten independent attributes and one dependent attribute. An 

explanation of the research attributes can be seen in Table 2. 

Table 2. Research Attributes 

Attribute Name Data Type Category 

𝑋1 Grade Point Average 1st Semester Numeric - 

𝑋2 Grade Point Average 2nd Semester Numeric - 

𝑋3 Grade Point Average 3rd Semester Numeric - 

𝑋4 Grade Point Average 4th Semester Numeric - 

𝑋5 Region of Origin Domicile  Categorical 
0. District 

1. City 

𝑋6 Gender Categorical 
0. Male 

1. Female 

𝑋7 High School Accreditation 
Categorical 

0. < A 

1. A 
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𝑋8 Entry Path  
Categorical 

0. Other than SNMPTN 

1. SNMPTN 

𝑋9 Scholarship Ownership  
Categorical 

0. No 

1. Yes 

𝑋10 Passing Status of First TUTEP Test 
Categorical 

0. Not Passed 

1. Passed 

𝑌 Student Graduation Status 
Categorical 

0. Not on Time 

1. On Time 

Based on the independent attributes in Table 2, it can be seen that there are six attributes with 

categorical data types. In this research with the XGBoost algorithm, it is necessary to transform categorical 

data into numerical data because the XGBoost algorithm can process numeric data only. 

3. RESULTS AND DISCUSSION 

3.1 Division of Training Data and Test Data 

In this study, the dataset was divided into two parts, namely training data and test data. Data division 

is used to avoid overfitting. Overfitting is a condition when all data that has gone through the training process 

achieves excellent accuracy, but there is a mismatch in the test data prediction process. The algorithm is 

taught using training data when developing models, and its performance is evaluated using test data. The 

results of the dataset division are presented in Table 3. 

Table 3. Dataset Distribution 

Number of Data Training Data  Test Data  

140 112 28 

(100%) (80%) (20%) 

The division of the dataset is done by randomizing the entire data and then splitting the data with the 

proportion of training data:test data of 80:20. After obtaining the results of dividing the dataset into training 

data and test data, based on Table 3, the XGBoost model was formed using 112 training data.  

3.2 Implementation of XGBoost Algorithm 

3.2.1 XGBoost Tree Formation 

After obtaining the training data, an XGBoost tree can be formed using the training data, with the 

manual calculation described as follows: 

a. The initial prediction probability (𝑃𝑟𝑖
1) in this study is initialized at 0,50 because the classified attributes 

have two classes. 

𝑃𝑟𝑖
1 = 0,50 

b. Using Equation (1), the residuals, for instance one, are calculated:  

𝑅𝑒𝑠𝑖𝑑𝑢𝑎𝑙1
1 = 0,00 − 0,50 = −0,50 

c. The cover value of Grade Point Average 4th Semester (𝑋4) attribute is calculated using Equation (2): 

1. The cover value of IPS 4 < 3,18 

𝐶𝑜𝑣𝑒𝑟(𝑋4) = (0,50(1,00 − 0,50)) + ⋯ + (0,50(1,00 − 0,50)) = 14,00 

2. The cover value of IPS 4 ≥ 3,18 

𝐶𝑜𝑣𝑒𝑟(𝑋4) = (0,50(1,00 − 0,50)) + ⋯ + (0,50(1,00 − 0,50)) = 14,00 

d. After calculating the cover value, the similarity score (SS) is calculated for the Grade Point Average 4th 

Semester (𝑋4)  attribute node using Equation (3): 

1. SS value for IPS 4 < 3,18 

𝑆𝑆𝑙𝑒𝑓𝑡 =
(−0,50 − 0,50 − ⋯ − 0,50)2

(0,50(1,00 − 0,50)) + ⋯ + (0,50(1,00 − 0,50))
= 34,57 

2. SS value for IPS 4 ≥ 3,18 

𝑆𝑆𝑟𝑖𝑔ℎ𝑡 =
(0,50 + 0,50 − ⋯ − 0,50)2

(0,50(1,00 − 0,50)) + ⋯ + (0,50(1,00 − 0,50))
= 16,07 

e. The gain value of the Grade Point Average 4th Semester (𝑋4) attribute is calculated using Equation (4): 
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𝐺𝑎𝑖𝑛(𝑋4) = 34,57 + 16,07 − 1,75 = 48,89 

f. After obtaining the gain value, the calculation of the Grade Point Average 4th Semester (𝑋4) attribute 
output of each instance is carried out using the formula in Equation (5): 

𝑂𝑢𝑡𝑝𝑢𝑡(𝑋4)𝑖 =
(−0,50 − 0,50 − ⋯ − 0,50)

(0,50(1,00 − 0,50)) + ⋯ + (0,50(1,00 − 0,50))
= −1,74 

g. Using Equation (6), the log odds value is calculated with instance one: 

𝐿𝑜𝑔 𝑜𝑑𝑑𝑠1
2 = 𝑙𝑜𝑔 (

𝑃𝑟1
1

1 − 𝑃𝑟1
1) = 𝑙𝑜𝑔 (

0,50

1,00 − 0,50
) 

𝐿𝑜𝑔 𝑜𝑑𝑑𝑠1 = 𝑙𝑜𝑔1 = 0,00 

h. The updated probability value will be normalized Equation (7), for instance one as follows: 

𝑃𝑟1
2 = 0,00 + (0,30 × (−1,74)) = −0,52 

i. After obtaining the updated probability value, the probability normalization is performed using the 

sigmoid function in Equation (8): 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑃𝑟1
2) =

𝑒𝑥𝑝𝑃𝑟1
2

1 + 𝑒𝑥𝑝𝑃𝑟1
2 =

𝑒𝑥𝑝−0,52

1 + 𝑒𝑥𝑝−0,52
 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑃𝑟1
2) = 0,37 

After obtaining the gain value, leaf output and classification results using training data, the XGBoost 

model can be formed, as shown in Figure 1.  

 

 

Figure 1. XGBoost Tree Model 
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Based on the XGBoost model in Figure 1, it can be seen that the initial leaf (root node) in the 

classification results of student graduation status is Grade Point Average 4th Semester and produces 14 leaf 

outputs. The leaf output has a value representing the leaf's probability value in categorizing positive classes 

and negative classes. Of the 14 output leaves produced, nine contribute to categorizing negative classes, and 

five others contribute to categorizing positive classes. 

3.2.2 XGBoost Model Validation 

The next step in applying the XGBoost algorithm is to validate the XGBoost model that has been 

formed. Several experiments were carried out on the combination of the number of rounds and folds so that 

accuracy, precision, sensitivity and specificity were obtained in Table 4. 

Table 4. XGBoost Model Validation 

Dataset      

Distibution 
Round Fold Accuracy  Precision  Sensitivity Specificity 

Training  

Test  

1 5 94.64% 91.30% 100.00% 87.76% 

1 5 85.71% 94.74% 85.71% 85.71% 

Training 

Test 

2 

2 

5 

5 

97.32% 

78.57% 

95.45% 

89.47% 

100.00% 

80.95% 

93.88% 

71.43% 

Training 

Test 

Training  

Test  

Training 

Test 

3 

3 

4 

4 

5 

5 

5 

5 

5 

5 

5 

5 

99.11% 

75.00% 

99.11% 

75.00% 

99.11% 

75.00% 

98.44% 

88.89% 

98.44% 

88.89% 

98.44% 

88.89% 

100.00% 

76.19% 

100.00% 

76.19% 

100.00% 

76.19% 

97.96% 

71.43% 

97.96% 

71.43% 

97.96% 

71.43% 

Table 4 shows that the resulting accuracy is stable when the number of rounds is three times. Hence, 

the XGBoost model in Figure 1 is optimal and can be used to classify the graduation status of Untan Statistics 

Study Program students. 

3.3 XGBoost Classification 

After obtaining the XGBoost model with the optimum number of rounds and folds, classification can 

be carried out using test data with the classification results in Table 5. 

Table 5. Classification Results of XGBoost Algorithm 

Instance Status Classification 

1 Not on Time Not on Time 

2 Not on Time On Time 

3 Not on Time Not on Time 

4 Not on Time Not on Time 

     ⋮ ⋮ ⋮ 
25 Not on Time Not on Time 

26 Not on Time On Time 

27 Not on Time Not on Time 

28 On Time On Time 

Based on Table 5, the classification results were obtained with the status of student graduation, not on 

time in as many as 21 instances and the status of student graduation on time in as many as 7 instances. 

Through these classification results, the performance of the XGBoost algorithm can be evaluated. 

3.4 Confusion Matrix 

From the classification results obtained, a confusion matrix can be formed to evaluate the performance 

of the XGBoost algorithm, which can be seen in Table 6. 

Table 6. Confusion Matrix of XGBoost Algorithm 

Confusion Matrix 
Actual 

Not on Time On Time 

Predicted 
Not on Time 16 2 

On Time 5 5 
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Based on the confusion matrix in Table 6, the accuracy, precision, sensitivity and specificity values in 

this study are calculated based on Equation (9) to Equation (12) as follows: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
16 + 5

(16 + 5 + 2 + 5)
× 100% = 75,00% 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
16

(16 + 2)
× 100% = 88,89% 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
16

(16 + 5)
× 100% = 76,19% 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
5

(5 + 2)
× 100% = 71,43% 

The accuracy, precision, sensitivity, and specificity values in this study represent the performance used 

to assess the benchmark for the success of the XGBoost algorithm in classifying the graduation status of 

Untan Statistics Study Program students. The accuracy obtained in this study was 75.00%. Based on the 

results of this study, the goal of the XGBoost algorithm has been achieved, namely, preventing overfitting. 

This finding can be supported through the validation results of the XGBoost model for training data and test 

data in Table 4, which shows that the XGBoost model is optimal and there are no discrepancies in the 

accuracy values of training data and test data. As in other studies, the accuracy value of the XGBoost model 

of 75.00% is relatively good. 

4. CONCLUSIONS 

In this study, the XGBoost algorithm is used, which is able to classify the graduation status of students 

of the Statistics Study Program FMIPA Untan in the Not on Time and On Time classes. When the model-

building process is carried out, the third tree XGBoost model is formed with the optimum number of rounds 

and folds of 3 and 5, respectively. By evaluating the performance of the XGBoost algorithm, an accuracy 

value of 75,00%, precision of 88,89%, sensitivity of 76,19% and specificity of 71,43% is obtained. Therefore, 

the performance of the XGBoost algorithm is relatively good. 
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