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 ABSTRACT 

Article History: 
The spline regression model is a nonparametric model and it is applied to data that do not have 

a certain curve shape and information about it. In this study, the results of the analysis of the 

B-spline regression model and the truncated spline model were compared on temperature data 

at several stations on Java Island to obtain the best model that can be used to forecast the 

temperature for the next few days. Daily temperature data were obtained from BMKG at 

Semarang, Juanda, Serang, Sleman, Bandung, and Kemayoran stations. The temperature data 

were modeled with the B-spline and truncated spline regression using the optimal knot point of 

the GCV, and the best model was obtained. The analysis shows that the B-spline regression 

models are better than the truncated spline models with a fairly small MSE value and a greater 

coefficient of determination than the truncated spline model. 
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1. INTRODUCTION 

Research on temperature has become something interesting to learn about current climate change. The 

temperature reflects the effect of climate change on Earth and its surrounding atmosphere [1]. Recently, 

climate change has caused extreme natural phenomena such as heat waves, severe winters, heavy snowfall, 

and droughts worldwide, leading to environmental and health crises [2]–[5]. Temperature prediction helps 

meteorologists to know the likelihood of hurricanes and floods in an area [6]. According to the BMKG, the 

high rainfall in Indonesia during the current dry season is influenced by La Nina. However, it is also affected 

by the continued warming of sea surface temperatures in Indonesian waters following the global warming 

trend. The contribution of warming sea surface temperatures is five times greater than the warming of sea 

surface temperatures due to La Nina in Indonesia [7]. It was further explained that the trend of continued 

warming of sea surface temperatures would supply more water vapor that can trigger cloud growth and 

heavier rain. This has implications for increasing the risk of hydrometeorological disasters in Indonesia. One 

of the sectors most affected by the increase in disasters is agriculture, specifically food crop production. High 

rainfall causes the potential for flooding to increase, which can damage agricultural land and the flowering 

process, so it happens to fail the fertilization process. Therefore, temperature modeling is important to forecast 

on Java Island. Various statistical approaches have been proposed recently, several of which have been 

developed in the econometric literature. The statistical models have applied i.e., cointegration approaches, 

which determine the relationship between non-stationary and stationary time series [8], and regression 

approaches, which evaluate the characteristics of time series for a given temperature data [9], [10]. However, 

since temperature data do not form a specific pattern, the non-parametric regression models, i.e., B-spline 

and truncated spline, are used to forecast the temperature in Java Island [11]. 

The regression models explain the relationship between the response variable and the predictor 

variables. However, if we have a time series variable, the model can be formed into a time series regression 

model or a time series model in the form of a forecasting model, one of which is the exponential smoothing 

model or the ARIMA model. 

If the regression curve is a parametric model, according to [12], the parametric estimation will be 

efficient, but otherwise, it will give a misleading interpretation. Therefore, if the shape of the curve 𝑔(𝑌𝑡−𝑘) is 

unknown and there is no information about it, a non-parametric approach will be more appropriate. Suppose 

the model is formed in the classical regression model for building a simpler model. In that case, the results 

obtained according to [13] will produce a biased model and cause a significant error. By non-parametric 

regression approach, it is hoped that the data will find their own estimated form of the regression curve 

without being influenced by the subjectivity of the researcher so that the prediction model is closer to the 

actual model. According to [14], non-parametric regression has better flexibility in modeling data patterns. 

There are several estimation methods in nonparametric regression, such as spline estimation, kernel 

estimation, wavelet estimation, etc. The estimation of the spline approach, as in [15], has a base function, 

such as truncated spline and B-spline. There are two methods i.e., truncated spline and B-spline models, that 

are applied in this paper to forecast the temperature of some stations in Java Island. The nature of splines in 

that models is that they have high flexibility and can estimate changes in data behavior at different intervals, 

as indicated by the presence of slices attached to the parameters to be estimated [16]. 

2. RESEARCH METHODS 

The data used are daily temperature sourced from the official website of the Meteorology, Climatology, 

and Geophysics Agency (BMKG). The temperature data were obtained from six stations on Java Island, 

including Semarang, Juanda, Serang, Sleman, Bandung, and Kemayoran stations. The data from Semarang 

station are from 2019 to 2021, while for the other stations, the daily data is from 2021. The response variable 

is temperature data (t time data) from the six stations, while the predictor variable is temperature data (time 

t-1). 

Stages of analysis carried out to model temperature data begin with making a scatterplot between the 

response variable and predictor variable for each station, then determining the order and optimal knot point 

based on the minimum GCV value. The next step is to determine the parameter estimates, then build the 

model and select a model, and select the B-spline and truncated spline models based on the criteria for model 

goodness. The best model obtained is then interpreted and used to make predictions, for example the next ten 

days. 
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2.1 B-Spline Regression Model 

The regression curve in the equation below, when approached with a B-spline function of order m 

with k knots, can be as Equation (2) [17]:  

𝜇(𝑦𝑡) = ∑ 𝑏𝑗𝑁𝑗−𝑚,𝑚(𝑦𝑡),   𝑡 = 1,2,… , 𝑛
𝑚+𝑘
𝑗=1   (1) 

where 𝑵𝒋−𝒎,𝒎(𝒚) is the basis of B-spline and 𝒃𝒋 is the regression parameter for B-spline. From Equation 

(1), the B-spline non-parametric regression model is written in the form: 

𝑦𝑡 = ∑ 𝑏𝑗𝑁𝑗−𝑚,𝑚(𝑦𝑡−1) + 𝜀,   𝑖 = 1,2,… , 𝑛

𝑚+𝑘

𝑗=1

 

According to [18], to build a B-spline function of order m with k knot points  𝝃𝟏, … , 𝝃𝒌 where  𝒂𝟎 ≤
𝝃𝟏 ≤ ⋯ ≤ 𝝃𝒌 ≤ 𝒂𝟏, first defined additional 2m knots, namely 

 𝝃−(𝒎−𝟏), … , 𝝃−𝟏, 𝝃𝟎, 𝝃𝒌+𝟏, … , 𝝃𝒌+𝒎, where 𝝃−(𝒎−𝟏) = ⋯ = 𝝃𝟎 = 𝒂𝟎 and 𝝃𝒌+𝟏 = ⋯ = 𝝃𝒌+𝒎 = 𝒂𝟏. 

The basis of the B-spline function of order m with knot points in 𝝃𝒊 where 𝒊 = −(𝒎− 𝟏),… , 𝒌 is 

defined recursively as follows: 

𝑁𝑖,𝑚(𝑦𝑡−1) =
𝑥 − 𝜉𝑖

𝜉𝑖+𝑚−1 − 𝜉𝑖
𝑁𝑖,𝑚−1(𝑦𝑡−1) +

𝜉𝑖+𝑚 − 𝑥

𝜉𝑖+𝑚 − 𝜉𝑖+1
𝑁𝑖+1,𝑚−1(𝑦𝑡−1) 

for 𝒊 = −(𝒎− 𝟏),… , 𝒌, and 

𝑁𝑖,1(𝑥) = {
1,          𝑥 𝜖 |𝜉𝑖 , 𝜉𝑖+1|
0,                   𝑜𝑡ℎ𝑒𝑟 

 

If the basis of the B-spline function is categorized according to the order of m=2, it gives the basis of 

the linear B-spline function, which has the following function: 

𝑁𝑖,2(𝑦𝑡−1) =
𝑥 − 𝜉𝑖
𝜉𝑖+1 − 𝜉𝑖

𝑁𝑖,1(𝑦𝑡−1) +
𝜉𝑖+2 − 𝑥

𝜉𝑖+2 − 𝜉𝑖+1
𝑁𝑖+1,1(𝑦𝑡−1) 

where 𝒊 = −𝟏,… , 𝒌. 

2.2 Parameter Estimation in B-Spline Model 

The B-spline model in nonparametric regression of order m with k knot points can be written as: 

𝑦𝑡 = 𝑏1𝑁1−𝑚,𝑚(𝑦𝑡−1) + 𝑏2𝑁2−𝑚,𝑚(𝑦𝑡−1) + ⋯+ 𝑏(𝑚+𝑘)𝑁𝑘,𝑚(𝑦𝑡−1) + 𝜀𝑡 

If the B-spline model is presented in the form of a matrix, we get: 

(

𝑦1
…
𝑦𝑡
) = (

𝑁1−𝑚,𝑚(𝑦0) ⋯ 𝑁𝑘,𝑚(𝑦0)

⋮ ⋱ ⋮
𝑁1−𝑚,𝑚(𝑦𝑡−1) ⋯ 𝑁𝑘,𝑚(𝑦𝑡−1)

)(

𝑏1
…

𝑏(𝑚+𝑘)
) + (

𝜀1
…
𝜀𝑡
) 

Which can be written as: 

𝒚 = 𝑵 𝒃 + 𝜺 

Parameter Estimation 𝒃𝝀 = (𝑏𝜆1  𝑏𝜆2   …   𝑏𝜆(𝑚+𝑘))
𝑇

 obtained using the least squares spline.  Estimator 

𝒃𝝀 obtained by minimizing the Sum of Squares (RSS). RSS minimum if the derivative partial RSS to 𝒃𝝀 

equal to zero. 
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𝐑𝐒𝐒 =  𝒚𝑇𝒚 − 2 𝒃𝝀
𝑻 𝑵𝝀

𝑻 𝒚 + 𝒃𝝀
𝑻 𝑵𝝀

𝑻 𝑵𝝀 𝒃𝝀 (2) 

Next, Equation (2) is derivative to 𝒃𝝀 so that obtained: 

∂RSS

𝜕𝒃𝝀
= −2  𝑵𝝀

𝑻 𝒚 + 2  𝑵𝝀
𝑻 𝑵𝝀 𝒃𝝀 

After RSS is differentiable against  𝒃𝝀, then the result is equal to zero: 

−2  𝑵𝝀
𝑻 𝒚 + 2  𝑵𝝀

𝑻 𝑵𝝀 𝒃𝝀 = 0 (3) 

Equation (3) has the following solution: 

 𝒃𝝀 = (𝑵𝝀
𝑻 𝑵𝝀)

−1
𝑵𝝀
𝑻 𝒚   

with 𝒃𝝀 = (𝑏𝜆1  𝑏𝜆2   …   𝑏𝜆(𝑚+𝑘))
𝑇

 

Estimator regression curve  𝝁̂𝝀 = (𝜇̂𝜆1  𝜇̂𝜆2   …  𝜇̂𝜆(𝑚+𝑘))
𝑇

 is given by: 

𝝁̂𝝀 = 𝑵𝝀 𝒃̂𝝀 = 𝑺𝝀 𝒚 

with matrix 𝑺𝝀 = 𝑵𝝀(𝑵𝝀
𝑻𝑵𝝀)

−1𝑵𝝀
𝑻 symmetry and positive definite. 

Estimator for regression curve can written by: 

𝜇̂𝜆(𝑡) = ∑ 𝑏̂𝜆𝑗𝑁𝑗−𝑚,𝑚(𝑦𝑡−1)

𝑚+𝑘

𝑗=1

 

with 𝑏̂𝜆𝑗from 𝒃̂𝝀 = (𝑏̂𝜆1  𝑏̂𝜆2   …  𝑏̂𝜆(𝑚+𝑘))
𝑇

. The model estimation for the B-Spline function is: 

𝑦̂ = ∑ 𝑏̂𝑘𝑗𝑁𝑗−𝑚,𝑚(𝑥)
𝑚+𝑘
𝑗=1  (4) 

Equation (4) can be written as: 

𝑦̂ = 𝑏̂𝜆1𝑁1−𝑚,𝑚(𝑦𝑡−1) + 𝑏̂𝜆2𝑁2−𝑚,𝑚(𝑦𝑡−1) + ⋯+ 𝑏̂𝜆(𝑚+𝑘)𝑁𝑘,𝑚(𝑦𝑡−1) 

2.3 Optimal B-Spline Model Selection 

Before using the least squares spline method for estimation, the location and number of knots for the 

estimator must first be selected. The location and number of knots can be determined by trial and error by 

using any value in 𝜆 = {𝜉1, … , 𝜉𝑘}, tested visuall provide a feasible toe estimation result. For linear splines 

(𝑚 = 2), place knots at the point where the slope changes.  

 Choosing the optimal knot location is necessary to obtain the best B-spline model. Several methods are 

used to select the optimal, one of which is based on Generalized Cross Validation or GCV for short. [19] 

showed theoretically that GCV has asymptotic optimal properties that other methods do not have. In addition, 

the GCV method does not require knowledge of the population variance and the invariance to transformation 

[20]. This advantage makes GCV popular in nonparametric and semiparametric regression, and researchers 
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in other spline estimators often generalize and modify it to select optimal smoothing parameters [21]. 

Assuming trace [𝑺𝝀] < 𝑛, the GCV criteria are defined by: 

𝐺𝐶𝑉(𝜆) =
𝑛−1𝑅𝑆𝑆(𝜆)

(𝑛−1𝑡𝑟𝑎𝑐𝑒 [𝑰 − 𝑺𝝀])
2 

2.4 Truncated Spline Regression Model 

Spline regression has high flexibility and can handle data whose behavior changes at certain 

subintervals so that it can adapt to changes in data patterns with the help of knot points. The following model 

is a nonparametric truncated multivariable spline regression model in a spline space of order q and r knot 

points [22]. 

𝑦𝑖 = 𝛽0 +∑∑𝛽𝑗𝑢𝑋𝑗𝑖
𝑢 +∑∑𝛽𝑗(𝑞+𝑘)(𝑥𝑗

𝑟

𝑘=1

− 𝐾𝑗𝑘)+
𝑞

𝑝

𝑗=1

𝑞

𝑢=1

𝑝

𝑗=1

+ 𝜀𝑖 

The truncated function is formed [23]  

(𝑥𝑗𝑖 −𝐾𝑗𝑘)+ = {
(𝑥𝑗𝑖 −𝐾𝑗𝑘)

𝑞
,     𝑥𝑗𝑖 − 𝐾𝑘 ≥ 0

 0,                          𝑥𝑗𝑖 − 𝐾𝑘 < 0
 

2.5 Truncated Spline Regression Model Estimation 

The Least Square Method (LCM) estimates nonparametric truncated spline regression models. The 

following equation is the estimation of the truncated spline regression model in the form of a matrix [24]. 

𝜷̂ = (𝑿′𝑿)−𝟏𝑿′𝒚 

2.6 Optimal Truncated Spline Regression Model Selection 

The best truncated spline regression model is selected from the models that have the optimum knot 

point. The GCV method has optimal asymptotic properties; even though it is still optimal in a large sample, 

the best truncated spline regression model is obtained from the optimum knot point, as seen from the 

minimum GCV value [8]. [14] wrote a formula to find GCV. 

𝐺𝐶𝑉 (𝒌) =
𝑀𝑆𝐸 (𝑘)

[𝑛−1𝑡𝑟𝑎𝑐𝑒(𝑰 − 𝑨)]𝟐
 

with 𝑀𝑆𝐸(𝑘) = 𝑛−1∑ (𝑦𝑖 − 𝑓(𝑥𝑖))
2𝑛

𝑖=1 , 𝑨 = 𝒙(𝒙′𝒙)−𝟏𝒙′, I identity matrix, n number of observations, Mean 

Square Error (MSE), and 𝑘 = (𝑘1, 𝑘2, … , 𝑘𝑟) are knot points, r is a number of knots. 

The effect of the predictor variable on the response variable can be known by testing the significance 

of the parameter. The alternative hypothesis for the parameter significance test is that the predictor variable 

has a significant effect on the response variable, with a significance level of 𝛼; H0 is rejected if the p-value 

is less than 𝛼. 

2.7 Model Goodness Criteria 

The criterion of the goodness of the model used in this study is the coefficient of determination, which 

can measure how much the predictor variable can explain the diversity of the response variables [25]. Here's 

the formula to get the coefficient of determination (𝑅2) 

𝑅2 =
𝑆𝑆𝑅

𝑆𝑆𝑇
=
∑ (𝑦̂𝑖 − 𝑦̅)

2𝑛
𝑖=1

∑ (𝑦𝑖 − 𝑦̅)2
𝑛
𝑖=1
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The higher the value of 𝑅2generated by a model, it means that the more independent variables better explain 

the diversity of the dependent variable [26].  

3. RESULTS AND DISCUSSION 

3.1 Scatterplot Variable 

Temperature data from the six stations on the island of Java are time series data, so it is necessary to 

establish two variables, namely t-1 for the predictor variable and t for the response variable. The relationship 

between predictor variables and response variables is shown in Figure 1. 

   

 (a) (b) (c) 

   

 (d) (e) (f) 

Figure 1. Plot of the Relationship between Predictor Variables and Response Variables, (a) Semarang Station, 

(b) Juanda Station, (c) Serang Station, (d) Sleman Station, (e) Bandung Station, (f) Kemayoran Station 

Figure 1 shows the pattern of annual temperature relationships from 2019 to 2021 in Semarang station 

and 2021 for the other five stations. The plots show that there are changes in the pattern that occur at several 

points. The point of change is called a knot, which will then be analyzed further using the B-spline and 

truncated spline methods. 

3.2 Optimal Order and Knot Point Selection 

The selection of the optimum knot point is based on the minimum GCV value. The determination of 

knot points starts from one to three knots with a linear to cubic order. Table 1 compares the minimum GCV 

values in the B-spline and truncated spline regression models’ optimum order and knot points at each station. 

 

Table 1. Orders, Knots, and GCV Value 

Stations 
B-Spline Truncated 

Order Knot GCV Order Knot GCV 

Semarang Linear 

28.5 

29.6 

30 

 

0.5942 Linear 

26.5 

29.8 

20.3 

 

0.5958 

Juanda Linear 

25.5 

25.8 

26.8 

0.5245 Linear 

27 

28.3 

28.5 

0.5251 

Serang Linear 
26.8 

26.9 

0.7413 
Linear 

27.08 0.7427 

 tasiun  emarang  tasiun  uanda  tasiun  erang

 tasiun  leman  tasiun  andung  tasiun  ema oran

 tasiun  emarang  tasiun  uanda  tasiun  erang

 tasiun  leman  tasiun  andung  tasiun  ema oran

 tasiun  emarang  tasiun  uanda  tasiun  erang

 tasiun  leman  tasiun  andung  tasiun  ema oran

 tasiun  emarang  tasiun  uanda  tasiun  erang

 tasiun  leman  tasiun  andung  tasiun  ema oran

 tasiun  emarang  tasiun  uanda  tasiun  erang

 tasiun  leman  tasiun  andung  tasiun  ema oran

 tasiun  emarang  tasiun  uanda  tasiun  erang

 tasiun  leman  tasiun  andung  tasiun  ema oran
Sleman Station         Bandung Station             Kemayoran Station 

     Semarang Station             Juanda Station                    Serang Station 
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Stations 
B-Spline Truncated 

Order Knot GCV Order Knot GCV 

Sleman 
 

Linear 

24.3 

26 

27.5 

 

0.4833 
 

Linear 

24.3 

26 

27.5 

 

0.4833 

Bandung Linear 

22.2 

22.3 

22.4 

0.4487 Linear 

23.1 

24.8 

24.9 

0.4554 

Kemayoran Linear 

26.7 

26.9 

27.0 

 

0.6572 Linear 

26.6 

27.3 

27.9 

0.6639 

Table 1 explains that the B-Spline model produces a smaller GCV value when compared to the truncated 

spline. Six stations on the island of Java are optimum at three knots and linear order. 

3.3 Parameter Estimation of B-Spline and Truncated Spline 

The estimation results of non-parametric B-Spline and truncated spline regression are described in 

Table 2. 

Table 2. Parameters Estimation B-Spline Regression and Truncated Spline Regression 

 B-spline  Truncated 

Station Parameter Estimation Parameter Estimation 

Semarang 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

37.3765       

28.8469      

29.9061      

30.1153      

𝛽0 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

16.5589               

0.3955               

0.3132              

0.9064               

-1.6962               

Juanda 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

43.9272 

26.9433 

27.0549 

30.3236 

𝛽0 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

27.4996 

-0.0135 

0.9989 

-1.6334 

1.5527 

Serang 

𝛽1 

𝛽2 

𝛽3 

33.7564 

26.8982 

28.8275 

𝛽0 

𝛽1 

𝛽2 

25.3835 

0.0620 

0.5954 

Sleman 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

26.7960 

25.9026 

27.1470 

26.5625 

𝛽0 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

-58.1194 

3.4465 

3.3039 

0.5395 

-1.3502 

Bandung 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

28.4821 

22.2000 

22.9039 

24.8855 

𝛽0 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

20.3468 

0.1225 

0.6438 

-4.2121 

4.5917 

Kemayoran 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

34.4653 

25.6826 

27.4511 

30.0780 

𝛽0 

𝛽1 

𝛽2 

𝛽3 

𝛽4 

37.0592 

0.3776 

1.8315 

0.6591 

 

3.4 Coefficient of Determination 

The coefficient is used to select the best regression model to model temperature data at each station on 

the island of Java. In addition, it can provide an overview of the contribution of the t-1 temperature data to 

the t-th temperature data. 
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Table 3. 𝑹𝟐 Value B-Spline Regression and Truncated Spline Regression 

Station 𝑹𝟐 B-Spline 𝑹𝟐 Spline Truncated 

Semarang 0.9593 0.4943 

Juanda 0.9966 0.4981 

Serang 0.9748 0.2060 

Sleman 0.9962 0.2421 

Bandung 0.9923 0.2855 

Kemayoran 0.9914 0.3743 

Table 3 shows the value of the coefficient of determination from the B-spline regression for each 

station on the island of Java, which is higher than the truncated spline regression. It can be concluded that the 

B-spline method is better used to model the temperature of each station on the island of Java. The value of 

𝑅2 from the B-spline regression explains that about 95-99% of the temperature on the island of Java is 

influenced by data or previous days. Furthermore, modeling and interpreting the B-spline model for each 

station on the island of Java are carried out. 

3.5 Best Models 

Based on the estimated parameter values in Table 2, the B-spline non-parametric regression model for 

each station in Java is obtained as follows. 

Semarang Station 

𝑦̂ = 37.3765𝐵0,3 + 28.8469𝐵1,3 + 29.9061𝐵2,3 + 30.1153𝐵3,3 (5) 

Equation (5) can be interpreted as when the temperature at Semarang Station has a minimum value of 

24.5 when substituted in Equation (5), the temperature on the following day is 37 degrees Celsius. When the 

temperature at Semarang Station has a maximum value of 32.3, it is substituted in Equation (5), then the 

temperature for the next day is 30 degrees Celsius. Equation (5) is described by considering the value of the 

B-spline basis; the model is obtained as follows. 

𝐵0,3(𝑥) = {
29.5 − 𝑥

5
,             24.5 < 𝑥 < 29.5

0,                             for others
 

𝐵1,3(𝑥) =

{
 
 

 
 
𝑥 − 24.5

5
,             24.5 < 𝑥 < 29.5

29.5 − 𝑥

0.1
,             29.5 < 𝑥 < 29.6

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵2,3(𝑥) =

{
 
 

 
 
𝑥 − 29.5

0.1
,             29.5 < 𝑥 < 29.6

29.6 − 𝑥

0.4
,             29.6 < 𝑥 < 30.0

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵3,3(𝑥) =

{
 
 

 
 
𝑥 − 29.6

2.7
,             29.6 < 𝑥 < 30.0

30 − 𝑥

2.3
,             30.0 < 𝑥 < 32.3

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

with an MSE of 0.54.  
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Juanda Station 

𝑦̂ = 43.9272𝐵0,3 + 26.9433𝐵1,3 + 27.0549𝐵2,3 + 30.3236𝐵3,3 (6) 

Equation (6) can be interpreted as when the temperature at Juanda Station has a minimum value of 

25.3 when substituted in Equation (6), the temperature for the next day is 44 degrees. When the maximum 

value is 31, if it is covered in Equation (6), then the temperature for the next day is 30 degrees. Equation 

(6) is described by considering the value of the B-Spline basis; the model is obtained as follows. 

𝐵0,3(𝑥) = {

25.5 − 𝑥

0.2
,             25.3 < 𝑥 < 25.5

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠
 

𝐵1,3(𝑥) =

{
 
 

 
 
𝑥 − 25.3

0.2
,             25.3 < 𝑥 < 25.5

25.5 − 𝑥

0.3
,             25.5 < 𝑥 < 25.8

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵2,3(𝑥) =

{
 
 

 
 
𝑥 − 25.5

0.3
,             25.5 < 𝑥 < 25.8

25.8 − 𝑥

1
,             25.8 < 𝑥 < 26.8

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵3,3(𝑥) =

{
 
 

 
 
𝑥 − 25.8

5.2
,             25.8 < 𝑥 < 26.8

26.8 − 𝑥

4.2
,             26.8 < 𝑥 < 31.0

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

with an MSE of 0.32. 

Serang Station 

𝑦̂ = 33.7564𝐵0,2 + 26.8982𝐵1,2 + 28.8275𝐵2,2 (7) 

Equation (7) can be interpreted when the temperature at Serang Station has a minimum value of 24.6. 

If it is substituted in Equation (7), then the temperature on the following day is 33.7 degrees Celsius. When 

the maximum is 29.7 when substituted in Equation (7), the next day's temperature is 28.8 degrees Celsius. 

Equation (7) is described by considering the value of the B-spline basis; the model is obtained as follows. 

𝐵0,2(𝑥) = {

26.8 − 𝑥

2.2
,             24.6 < 𝑥 < 26.8

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠
 

𝐵1,2(𝑥) =

{
 
 

 
 
𝑥 − 24.6

2.2
,             24.6 < 𝑥 < 26.8

26.8 − 𝑥

0.1
,             26.8 < 𝑥 < 26.9

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠
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𝐵2,2(𝑥) =

{
 
 

 
 
𝑥 − 26.8

2.7
,             26.8 < 𝑥 < 26.9

26.9 − 𝑥

2.8
,             26.9 < 𝑥 < 29.7

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

with an MSE of 1.37. 

Sleman Station 

𝑦̂ = 26.796𝐵0,3 + 25.9026𝐵1,3 + 27.1470𝐵2,3 + 26.5625𝐵3,3 (8) 

Equation (8) can be interpreted: when the temperature at Sleman Station has a minimum value of 23.9 

when substituted in Equation (8), the temperature on the following day is 26.8 degrees Celsius. When the 

maximum temperature is 28.3 when substituted in Equation (8), the next day's temperature is 26.6 degrees 

Celsius. Equation (8) is described by considering the value of the B-spline basis; the model is obtained as 

follows. 

𝐵0,3(𝑥) = {

24.3 − 𝑥

0.4
,             23.9 < 𝑥 < 24.3

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠
 

𝐵1,3(𝑥) =

{
 
 

 
 
𝑥 − 23.9

0.4
,             23.9 < 𝑥 < 24.3

24.3 − 𝑥

1.7
,             24.3 < 𝑥 < 26.0

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵2,3(𝑥) =

{
 
 

 
 
𝑥 − 24.3

1.7
,             24.3 < 𝑥 < 26.0

26.0 − 𝑥

1.5
,             26.0 < 𝑥 < 27.5

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵3,3(𝑥) =

{
 
 

 
 
𝑥 − 26.0

2.3
,             24.3 < 𝑥 < 26

27.5 − 𝑥

0.8
,             27.5 < 𝑥 < 28.3

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

with an MSE of 0.58. 

Bandung Station 

𝑦̂ = 28,4821𝐵0,3 + 22,2𝐵1,3 + 22,9039𝐵2,3 + 24,8855𝐵3,3 (9) 

Equation (9) can be interpreted: when the temperature at Bandung Station has a minimum value of 

21.2 when substituted in Equation (9), the temperature on the following day is 28 degrees Celsius. When the 

maximum temperature is 25.9 when substituted in Equation (9), the next day's temperature is 24 degrees 

Celsius. Equation (9) is described by considering the value of the B-spline basis; the model is obtained as 

follows. 
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𝐵0,3(𝑥) = {

22.2 − 𝑥

1.0
,             21.2 < 𝑥 < 22.2

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠
 

𝐵1,3(𝑥) =

{
 
 

 
 
𝑥 − 21.2

1
,             21.2 < 𝑥 < 22.2

22.2 − 𝑥

0,1
,             22.2 < 𝑥 < 22.3

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵2,3(𝑥) =

{
 
 

 
 
𝑥 − 22.2

0.1
,             22.2 < 𝑥 < 22.3

22.3 − 𝑥

0.1
,             22.3 < 𝑥 < 22.4

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵3,3(𝑥) =

{
 
 

 
 
𝑥 − 22.3

3.6
,             22.3 < 𝑥 < 22.4

22.4 − 𝑥

3.5
,             22.4 < 𝑥 < 25.9

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

with an MSE of 0.57. 

Kemayoran Station 

𝑦̂ = 34.4653𝐵0,3 + 25.6826𝐵1,3 + 27.4511𝐵2,3 + 30.0780𝐵3,3 (10) 

 Equation (10) can be interpreted as when the temperature at Kemayoran Station has a minimum 

value of 25.1. If it is substituted in Equation (10), then the temperature for the next day is 34 degrees Celsius. 

When the maximum temperature is 31 when substituted in Equation (10), the temperature for the next day 

is 30 degrees Celsius. Equation (10) is described by considering the value of the B-spline basis; the model 

is obtained as follows. 

𝐵0,3(𝑥) = {

26.7 − 𝑥

1.6
,             25.1 < 𝑥 < 26.7

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠
 

𝐵1,3(𝑥) =

{
 
 

 
 
𝑥 − 25.1

1.6
,             25.1 < 𝑥 < 26.7

26.7 − 𝑥

0.2
,             26.7 < 𝑥 < 26.9

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

𝐵2,3(𝑥) =

{
 
 

 
 
𝑥 − 26.7

0.2
,             26.7 < 𝑥 < 26.9

26.9 − 𝑥

0.1
,             26.9 < 𝑥 < 27.0

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠
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𝐵3,3(𝑥) =

{
 
 

 
 
𝑥 − 26.9

0.1
,             26.9 < 𝑥 < 27.0

27.0 − 𝑥

4.0
,             27.0 < 𝑥 < 31.0

0,                             𝑓𝑜𝑟 𝑜𝑡ℎ𝑒𝑟𝑠

 

with an MSE of 0.35. 

3.6 Temperature Forecasting 

The best B-spline regression model based on section 3.5 is used to forecast the air temperature at each 

station on Java Island from January 1, 2022, to January 10, 2022. The forecasting results are described in 

Table 4. 

Table 4. Comparison of Forecasting Value with Actual Temperature Value in Java 

Station Predicted Date Forecasted Value Actual Value 

Semarang 

1 January 2022 

2 January 2022 

3 January 2022 

4 January 2022 

5 January 2022 

6 January 2022 

7 January 2022 

8 January 2022 

9 January 2022 

10 January 2022 

27.2686 

27.5949 

27.8221 

27.9804 

28.0906 

28.1673 

28.2208 

28.2580 

28.2839 

28.3019 

27.8 

27.6 

28.1 

28.2 

27.8 

27.1 

26.9 

27.7 

27.5 

27.3 

Juanda 

1 January 2022 

2 January 2022 

3 January 2022 

4 January 2022 

5 January 2022 

6 January 2022 

7 January 2022 

8 January 2022 

9 January 2022 

10 January 2022 

27.3469 

27.4630 

27.5548 

27.6273 

27.6846 

27.7299 

27.7657 

27.7940 

27.8164 

27.8341 

27.4 

26.9 

28.6 

27.9 

28.4 

28.1 

28.0 

28.6 

27.2 

28.3 

Serang 

1 January 2022 

2 January 2022 

3 January 2022 

4 January 2022 

5 January 2022 

6 January 2022 

7 January 2022 

8 January 2022 

9 January 2022 

27.6561 

27.4192 

27.2559 

27.1434 

27.0659 

27.0125 

26.9757 

26.9504 

26.9329 

27.5 

26.8 

27.9 

27.4 

28.0 

27.5 

29.0 

29.3 

28.1 
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Station Predicted Date Forecasted Value Actual Value 

10 January 2022 26.9209 27.8 

Sleman 

1 January 2022 

2 January 2022 

3 January 2022 

4 January 2022 

5 January 2022 

6 January 2022 

7 January 2022 

8 January 2022 

9 January 2022 

10 January 2022 

26.9305 

26.6797 

26.5095 

26.3939 

26.3155 

26.2622 

26.2261 

26.2016 

26.1849 

26.1736 

27.3 

26.8 

26.6 

26.6 

27.5 

27.4 

27.4 

27.4 

26.2 

25.8 

Bandung 

1 January 2022 

2 January 2022 

3 January 2022 

4 January 2022 

5 January 2022 

6 January 2022 

7 January 2022 

8 January 2022 

9 January 2022 

10 January 2022 

24.0362 

23.8303 

23.7137 

23.6477 

23.6103 

23.5891 

23.5772 

23.5704 

23.5665 

23.5644 

24.8 

24.1 

24.4 

24.4 

24.5 

24.6 

23.6 

24.0 

25.0 

24.2 

Kemayoran 

1 January 2022 

2 January 2022 

3 January 2022 

4 January 2022 

5 January 2022 

6 January 2022 

7 January 2022 

8 January 2022 

9 January 2022 

10 January 2022 

28.9615 

28.7393 

28.5933 

28.4975 

28.4345 

28.3932 

28.3660 

28.3482 

28.3365 

28.3288 

28.9 

28.2 

29.2 

28.9 

29.4 

27.9 

29.3 

28.6 

29.1 

28.3 

The visualization between forecasted and actual for the six stations on Java Island can be seen in Figure 

2.  
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(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 2. Forecasted and Actual Temperatures, (a) Semarang Station, (b) Juanda Station, (c) Serang Station, 

(d) Sleman Station, (e) Bandung Station, (f) Kemayoran Station 

The forecast results are quite close to the actual temperature for the first 10 days in January. From the 

six stations above, it can be seen that the temperature forecasting results that are close to the actual value 

have the smallest MSE value and are obtained from the forecasting results at Juanda and Kemayoran stations 

because the forecasting points are not far above or below the actual value. This can be used as a reference for 

forecasting around the area and can be used as a policy consideration in fields that use temperature data. 

4. CONCLUSIONS 

Based on data analysis regarding the pattern of the relationship between the t-th temperature and the 

(t-1) temperature, it can be concluded that: 

1) The analysis results of the B-spline linear model have a fairly small MSE value from temperature data 

from Semarang, Juanda, Serang, Sleman, Bandung, and Kemayoran stations so as to provide data 

predictions that are quite close to the next ten days. 

2) The results of the analysis of the B-Spline model provide a greater coefficient of determination than the 

truncated spline model, so that the B-Spline model is better used to predict temperature data at the six 

stations in Java. 

The analysis that has been done is still limited, considering the t-th and t-1 temperature data so that the 

model can be developed for the previous two periods. In addition, P Spline modeling can also be applied to 

compare with the current results by including a penalty factor in building the prediction model. 
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