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 ABSTRACT 

Article History: 
Indonesia is a country that has a variety of exotic tourist destinations and can attract tourists 

to visit. Currently, tourism is one of the sectors that play a major role in driving the Indonesian 

economy. Various domestic and foreign tourists are expected to continue to increase in number 
every year. Therefore, appropriate policies are needed from the government to develop the 

tourism sector so that it can be even better over time. This research aims to predict the number 

of foreign tourists visiting Indonesia using the Autoregressive Integrated Moving Average 

(ARIMA) model and local polynomial regression. The data used in this research is the number 
of foreign tourist visits per month from January 2017 to December 2022 obtained from the 

Kemenparekraf website. This data fluctuates, so the method of a local polynomial approach is 

appropriate for this study. The data analysis methods used are local polynomial regression and 

the ARIMA model. In the ARIMA model, there are assumptions that must be met. In this study, 
the ARIMA model obtained has met the assumption of residual normality but does not meet the 

assumption of homoscedasticity, so ARIMA modeling cannot be continued, and analysis is only 

carried out with local polynomial regression. The result of this study is a prediction of future 
tourist visits. The MAPE value of the local polynomial regression approach is 1.43%, which is 

categorized as a prediction with high accuracy because the value is less than 10%. Thus, the 

local polynomial regression approach is very well used to predict the number of foreign tourist 

visits to Indonesia. 
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1. INTRODUCTION 

Indonesia's tourism is one of the most instrumental sectors that drive the nation's economy. The tourism 

sector is even one of the second largest contributors to the country's foreign exchange after palm oil [1]. 

Throughout 2019, foreign exchange in the tourism sector reached IDR 280 trillion and contributed 4.8% to 

the national Gross Domestic Product (GDP) [2]. The government is still continuing to develop the tourism 

sector, with various policies being carried out to make Indonesian tourism more advanced and recognized in 

the eyes of the world. 

Indonesia is a country that has a variety of tourist destinations that can attract domestic and foreign 

tourists to visit and choose Indonesia as a tourist destination. In 2017 - 2022, 57.04 million foreign tourists 

came to Indonesia, with the highest number in 2019 at 16.1 million [3]. On the other hand, the tourism sector 

is also able to open many jobs for the community. In 2021, there were 21.26 million people, or 16.22% of the 

total population in Indonesia, working in the tourism sector [4]. Based on this, it is not wrong if the tourism 

sector has the potential to become a driving force for the national economy. 

As Indonesian tourism continues to grow and develop, the world was shocked by the COVID-19 

pandemic at the end of 2019, which impacted all aspects of life, including the tourism sector. The number of 

tourists, especially those from abroad, has decreased drastically. In the period January 2020 to April 2020, 

there was a very drastic decline, from the initial number of 1.2 million to just 100 thousand [3]. This decline 

occurred due to government policies in controlling the rate of Covid-19, namely an appeal to be able to 

minimize travel both at home and abroad. The number began to show an upward trend in early 2022 when 

the COVID-19 pandemic had begun to subside and the government had also relaxed the previously 

implemented policies. 

To find out the fluctuating pattern of the number of foreign tourist visits to Indonesia, modeling or 

prediction is needed. Forecasting or prediction is the art and science of estimating future events using a form 

of mathematical model  [5]. One method that can be used for prediction is local polynomial regression. The 

advantage of a local polynomial is its adaptability to data that divides the data into certain regions and then 

estimates the predetermined regions [6]. In addition to using the local polynomial regression approach, this 

research also makes predictions using the Autoregressive Integrated Moving Average (ARIMA) method. The 

advantages of ARIMA are its flexible nature following the pattern of the data, a fairly high level of forecasting 

accuracy, simplicity, suitability for use in forecasting a number of variables quickly, and cheapness because 

it only requires historical data [7]. Relevant previous research related to predicting the number of foreign 

tourist visits to Indonesia has been conducted by [7] which examines the same topic but uses the ARIMA 

method only. The novelty of this research is that it uses the local polynomial method, which is able to 

overcome the fluctuating pattern of data quite well. Therefore, this study aims to predict the number of foreign 

tourist visits to Indonesia using the local polynomial regression and ARIMA. Then this research is also 

expected to be a reference for the government to make the right policies in the tourism sector so that it can 

continue to develop for the better [8]. 

 

2. RESEARCH METHODS 

2.1 Data Source 

The data used in this research is data obtained from the website satudata.kemenparekraf.go.id, which 

is one of the online sites of the Ministry of Tourism and Creative Economy of the Republic of Indonesia in 

providing tourism and creative economy data in one portal. This study uses data on the number of foreign 

tourist visits per month from January 2017 to December 2022 with 72 observations. The division of research 

data is carried out by dividing the proportion of 90% for training data and 10% for testing data. Therefore, 

the in-sample data in this study were 65 observations, and the out-sample data were 21 observations. The in-

sample data used starts from January 2017 to May 2022, while the out-sample data starts from June 2022 to 

December 2022. 
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2.2 Research Variable 

In this study, with the ARIMA approach, the variable used is the number of foreign tourists to Indonesia 

from January 2017 to December 2022. Meanwhile, for the local polynomial approach, two research variables 

used, namely the period (time) of foreign tourist visits to Indonesia as an independent variable and the number 

of foreign tourists to Indonesia as the dependent variable. Independent variables affect or cause changes or 

the emergence of dependent variables [9]. Meanwhile, the dependent variable is the variable that is affected 

or becomes the result [10]. 

2.3 Analysis Technique 

This research was conducted using Rstudio and Minitab software using the concept of local polynomial 

estimator and ARIMA Model. 

The analysis steps in this study are: 

1. Describe the data into two, namely, in-sample data and out-sample data. In-sample data is from January 

2017 to July 2022, while out-sample data is from August 2022 to December 2022.  

2. Estimate and model the data using local polynomial estimators as follows: 

a. Make a scatter plot on the in-sample data. If the results of the scatter plot show a monotonous upward 

or downward trend, then use order 1; if it shows fluctuating ups and downs, then use order 2. 

b. Selecting the optimal bandwidth (h) and order value with minimum CV based on the equation in the 

in-sample data. 

c. Model the data with a local polynomial estimator based on the optimal bandwidth value and order 

in point b to get the best local polynomial model. 

d. Determining the model fit using goodness of fit measures such as R2, MSE, and MAPE. 

e. Comparing the estimation results with observations on out-sample data. 

f. Creating an estimation plot between the observed value and the predicted value based on the in-

sample data with the best local polynomial estimation equation. Then, compare the prediction results 

parametrically using the auto ARIMA function and calculate the accuracy of the model using the 

MAPE value. 

3. Data Analysis and Interpretation 

After obtaining the best local polynomial estimation equation, an analysis and interpretation of the 

prediction of the number of foreign tourist visits to Indonesia in weeks is carried out. 

 

2.3.1 Cross-Validation 

Cross-Validation is a statistical method to evaluate and compare learning algorithms by dividing the 

data into two segments, one used to learn or train the model and the other used to validate the model [11]. 

Cross-validation that can be used on time series is time series cross-validation. In time series cross-validation, 

training data only consists of observations that occur before the observations that make up the testing data. 

This results in no future observations that can be used in forecasting [12]. This cross-validation method can 

be used in selecting the optimal bandwidth (h). The cross-validation method (CV) is defined as follows: 

 

   𝐶𝑉(ℎ) =
1

𝑛
∑ [𝑦𝑖 − �̂�ℎ,−𝑖(𝑥𝑖)]

2𝑛
𝑖=1             (1) 

 

Where 𝑦𝑖  is the value of the response variable at the i-th observation and �̂�ℎ,−𝑖(𝑥𝑖) is the estimated 

value of the regression function at point 𝑥𝑖 by excluding the i-th observation [13]. 
 

2.3.2 Local Polynomial Estimators 

One of the nonparametric regression methods that can be used is the estimator [6]. Estimation of the 

local polynomial regression model can use WLS (Weighted Least Square) so that weights are needed. The 
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weighting that can be used to obtain local polynomial estimates is the kernel function [14]. The kernel 

function K with bandwidth ℎ is defined as follows: 

 

   𝐾ℎ(𝑥) =
1

ℎ
𝐾 (

𝑥

ℎ
) ; −∞ < 𝑥 < ∞ 𝑑𝑎𝑛 ℎ > 0        (2) 

According to [15], there are several types of kernel functions, namely Kernel Uniform, Kernel 

Triangular, Kernel Epanechnikov, and Kernel Gaussian. 

 

2.3.3 Autoregressive Integrated Moving Average (ARIMA) 

The ARIMA model was first introduced by Box and Jenkins in 1970. This model can usually be applied 

well to data conditions that fluctuate stationary. If the time series analysis model does not fulfill stationary 

properties, then differencing can be performed on the original data to produce data that is closer or stationary. 

According to [16], the general model of ARIMA (p,d,q) is as follows: 

 

    𝜙𝑝(𝐵)(1 − 𝐵)𝑑𝑍𝑡 = 𝜃𝑞(𝐵)𝜀𝑡                  (3) 

With:  

𝜙𝑝(𝐵)as AR (p) operator  

𝜃𝑞(𝐵)as MA (q) operator 

(1 − 𝐵)𝑑𝑍𝑡 as the operator of differencing (d) 
 

2.3.4 Mean Absolute Percentage Error (MAPE) 

Mean Absolute Percentage Error (MAPE) is a statistical measurement of the accuracy of estimates or 

predictions in forecasting methods. Here is the formula for calculating MAPE [17]: 

with: 

   𝑀𝐴𝑃𝐸 =
∑ |

𝐴𝑡−𝐹𝑡
𝐴𝑡

|𝑛
𝑡=1 ×100

𝑛
                               (4) 

𝐴𝑡 : Original data value  

𝐹𝑡  : Value of forecasting results 

𝑛   : Sample size 

with MAPE value categories shown in Table 1. 
Table 1. MAPE Value Category Table 

Range MAPE Interpretation 

< 10% Highly Accurate 

10 − 20% Accurate 

20 − 50% Reasonable 

> 50% Inaccurate 

 

3. RESULTS AND DISCUSSION 

3.1 Descriptive Analysis of Data 

From January 2017 to December 2022, there are 72 tourist visit data. The highest visit value was 

achieved in July 2018 with a value of 1574231, and the lowest visit value was achieved in February 2022 

with a value of 105195. The average tourist visit from January 2017 to December 2022 is at point 792330. 

The following will show a plot of the data.  
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Figure 1. Plot of Tourist Visit Data 

 

From the data, it can be seen that the data has a fluctuating upward trend, but there is a significant 

decline from the 38th data to the 40th data, which is an accumulation of decline from February 2020 to April 

2020. The decline in visits occurred because the COVID-19 virus began to enter Indonesia that month, 

resulting in all activities in Indonesia being hampered. After the Covid-19 pandemic began to be resolved 

stably, community activities slowly returned to normal, so that tourist visits increased starting in March 2022.                        

3.2 Analysis Using Local Polynomial Regression 

Based on Figure 1, it can be seen that the time series plot of tourist visit data shows a fluctuating 

pattern. Thus, in order for the prediction results to cover the lowest point and the highest point, a local 

polynomial estimator of order two can be used; the author estimates the model for the data by selecting the 

smoothest estimate with the CV method. 

In bandwidth selection with order 0, the optimal bandwidth using the CV method is 0.154 with a 

minimum CV value of 5310605696. 

 
Figure 2. Plot of Optimal Bandwidth Value of CV Method with Polynomial Degree 0 

In bandwidth selection with order 1, the optimal bandwidth using the CV method is 0.252 with a minimum 

CV value of 5241099351. 
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Figure 3. Plot of Optimal Bandwidth Value of CV Method with Polynomial Degree 1 

 

 In bandwidth selection with order 2, the optimal bandwidth is obtained using the CV method of 0.899 

with a minimum CV value of 4556446632. 

 

 
Figure 4. Plot of Optimal Bandwidth Value of CV Method with Polynomial Degree 2 

 

The next step is to choose the most optimal bandwidth with the minimum CV value from the three 

bandwidth selections above so that the following results can be obtained: 

Table 2. Optimal Bandwidth Selection Based on Minimum CV 

 Orde 

0 1 2 

Optimum 

Bandwidth 
0.154 0.252 0.899 

CV Minimum 5310605696 5241099351 4556446632 
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The best model is the model that has the optimal bandwidth value with the minimum CV value. After 

several experiments with several orders, the most effective model was found to be the local polynomial with 

a polynomial degree of 2, then the optimal bandwidth value of 0.899 and the minimum CV value of 

4556446632. Then, estimation is carried out on the data according to the optimal order and bandwidth that 

has been obtained previously. In-sample data estimation is used to form a local polynomial regression model, 

out-sample data estimation is used to validate the model, and all-sample estimation is used to provide an 

overview of the overall model performance [18]. 

 

3.2.1 In-Sample Data Model Estimation and Interpretation Results 

Modeling of tourist visit data is carried out after obtaining the optimal bandwidth value in the previous 

stage. Furthermore, estimation is carried out by determining the parameter estimator �̂� using R software 

based on the optimal bandwidth obtained previously. After estimating �̂�, the monthly visit data model is 

obtained. 

The following is a plot between the in-sample data Y and the estimated value Ŷ − obtained after 

modeling. 

 
Figure 5. Plot of In-Sample Data Estimation Results 

 

 In the model estimation results with order 2, and bandwidth 0.899, the MSE of the in-sample data is 

503507077, R2 is 0.9939978 or 99.34%, and the MAPE is obtained well, which is 2.535%. The forecasting 

results using this model will produce highly accurate forecasting because the MAPE value of 2.535% is below 

10%. 

 

3.2.2 Out-Sample Data Model Estimation and Interpretation Results 

The following is a plot between the out-sample data Y called Yeval and the estimated value Ŷ𝑜𝑢𝑡 

obtained after modeling. 



60 Pratama, et. al.     COMPARISON OF LOCAL POLYNOMIAL REGRESSION AND ARIMA IN…  

 

 
Figure 6. Plot of Out-Sample Data Estimation Results 

 

After modeling tourist visit data on in-sample data, predictions will be made for the next 7 (months) of 

observations. By continuing to use the optimal bandwidth value of 0.899, the prediction results are obtained 

with a MAPE of 1.429%. Forecasting results using this model will produce very good forecasting (highly 

accurate) because the MAPE value of 1.429% is below 10%. 

 

 

3.2.3 All-Sample Data Model Estimation and Interpretation Results 

 
Figure 7. Plot of All-Sample Data Estimation Results 

 

Based on the output of the R software, the results of estimating all-sample data with a second-order 

local polynomial estimator with an optimal bandwidth of 1.509, the MSE value of the all-sample data is 

474610006, the R-Square value is 0.9938359 or 99.38%, and the MAPE value is 2.48%. Forecasting results 

using this model will produce highly accurate forecasts because the MAPE value is less than 10%. 

3.3 Analysis of the Best ARIMA Model 

In the ARIMA process, the first step is to check the stationarity of the data by looking at the time series 

graph or trend analysis of the data on the number of foreign tourist visits to Indonesia. 
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Figure 8. Plot of Trend Analysis Tourist Visit Data 

It can be seen from the trend analysis plot in Figure 8 that the data has an upward trend or is not 

constant, so it can be concluded that the data is not yet stationary. Furthermore, Box-Cox transformation is 

carried out so that the data is stationary in variance. The transformed data is then tested for stationarity in 

terms of the mean, and it is found that the data is not yet stationary, so one-time differencing is performed. 

Identification of the ARIMA model is done from the ACF and PACF plots of data that have been stationary 

can be seen in Figure 9 and Figure 10. 

 

 
Figure 9. ACF Plot of Differencing 1 Result Data 

 

 
Figure 10. PACF Plot of Differencing 1 Result Data 
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Based on Figure 9 and Figure 10, the possible time series analysis models are ARI(1,1), IMA(1,1), 

and ARIMA(1,1,1). The three ARIMA models are then tested to find a model that meets the requirements 

(the parameters are significant and characterized by p-value < α, has the smallest MSE (Mean Square Error), 

and has white noise residuals) [19]. 

Table 3. ARIMA Parameter Estimation 

ARIMA Model Parameter Significance Value MSE White Noise (p-value Ljung-Box > 0,05) 

ARI (1,1) 

Deterministic 
AR 1 = 0.000 

Constant = 0.694 
1.890 

Lag 12 = 0.255 

Lag 24 = 0.248 

Lag 36 = 0.043 

Lag 48 = 0.180 

No White Noise 

Probabilistic AR 1 = 0.000 1.865 

Lag 12 = 0.323 

Lag 24 = 0.288 

Lag 36 = 0.052 

Lag 48 = 0.204 

White Noise 

IMA (1,1) 

Deterministic 
MA 1 = 0.003 

Constant = 0.556 
1.961 

Lag 12 = 0.242 

Lag 24 = 0.328 

Lag 36 = 0.050 

Lag 48 = 0.205 

No White Noise 

Probabilistic MA 1 = 0.002 1.940 

Lag 12 = 0.311 

Lag 24 = 0.380 

Lag 36 = 0.062 

Lag 48 = 0.233 

White Noise 

ARIMA 

(1,1,1) 

Deterministic 

AR 1 = 0.138 

MA 1 = 0.928 

Constant = 0.689 

1.921 

Lag 12 = 0.183 

Lag 24 = 0.199 

Lag 36 = 0.032 

Lag 48 = 0.151 

No White Noise 

Probabilistic 
AR 1 = 0.113 

MA 1 = 0.949 
1.895 

Lag 12 = 0.245 

Lag 24 = 0.236 

Lag 36 = 0.040 

Lag 48 = 0.174 

No White Noise 

 
Based on the results of ARIMA parameter estimation, a model has been obtained that meets the 

requirements (the parameters are significant and characterized by p-value < α, have the smallest MSE (Mean 

Square Error), and have white noise residuals, namely the probabilistic ARI (1,1) model. The model meets 

the assumption of residual normality but does not meet the assumption of homoscedasticity, so ARIMA 

modeling cannot be continued. 

 

4. CONCLUSIONS 

Based on the research results, using the ARIMA method to predict the number of foreign tourists 

arriving in Indonesia, the best model is ARIMA (1, 1, 0). However, the model does not meet the assumptions, 

namely the homoscedasticity test. So, testing using the ARIMA method was stopped. Meanwhile, in modeling 

using the local polynomial regression approach, the best order result is 2 with an optimal bandwidth of 0.899 

and minimum CV 4556446632. The MAPE value of the local polynomial regression approach is 1.429%, 

which is categorized as a prediction with high accuracy because the value is less than 10%. Thus, the local 

polynomial regression approach is well used to predict the number of foreign tourist visits to Indonesia. 

Therefore, this research can be used as a reference for the government in an effort to develop Indonesia's 

tourism sector. 
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