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 ABSTRACT 

Article History: 
The Consumer Price Index (CPI) is the main index in measuring the inflation rate. Changes in 

the CPI from time to time reflect inflation and deflation; namely, the higher the CPI value, the 

higher the inflation rate. This study aims to apply the Birectional Gated Recurrent Unit 
(BiGRU) model to the CPI data in Indonesia. BiGRU comprises two GRU layers so it captures 

sequences that are ignored by the GRU. The research data is in the form of CPI data in 

Indonesia from January 2006 to December 2022 sourced from the website of the Central 

Bureau of Statistics, totaling 204 data. The data is divided into training data and testing data. 
Training data was taken from January 2006 to July 2019, with as much as 163 data. Data 

testing was taken from August 2019 to December 2022, with as many as 41 data. Before the 

data is processed, a sliding window process is carried out by dividing the data into segments to 

reduce the error value. The window size value used is 10. In the sliding window process, the 
number of segments is 194 data segments. Based on the experiment results, it was concluded 

that the application of BiGRU to the CPI data was carried out in an experiment with 20 BiGRU 

architectures. BiGRU architecture was obtained, which produced the lowest MAPE value, 

namely an architecture with two BiGRU layers having 256 neurons, 400 units, and one dense 
layer. In addition, the epochs used are 200 epochs, the ReLU activation function, and Adam 

optimization. The experimental results of the BiGRU architecture obtained a MAPE value of 

0.24%, which indicates that the architectural performance is very good. 
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1. INTRODUCTION 

The price index is a barometer of general economic conditions. With the price index, the government can 

manage the data obtained so that it can know the development of the business, for example, to determine the 

policy of raising or lowering prices. A system of continuous price increases is referred to as inflation. One of the 

price indices used to measure the inflation rate is the Consumer Price Index (CPI) [1]. 

The CPI is the main indicator of the level of continuous price increases in Indonesia. The CPI comes from 

the value of consumption of each commodity by the community, which results in a cost of living index. The CPI 

is calculated and informed to the public every month by the Badan Pusat Statistik (BPS). Information about the 

CPI is used to review price changes over time, which illustrates the level of increase (inflation) or the level of 

decrease (deflation) in the price of goods and services. The higher the CPI value, the higher the inflation rate. 

The increase and decrease in prices of goods and services can affect the value of the currency. Historically, the 

inflation rate in Indonesia is relatively higher compared to other developing countries. Where in the period 2005 

- 2014, Indonesia's inflation rate averaged 8.5%, while in other developing countries, the average was around 

3%-5%. 

CPI data is included in time series data, where the data depends on the time period. The need for goods 

and services in certain seasons, such as during Eid, causes a surge in prices. This situation affects changes in CPI 

values and forms seasonal patterns in certain time periods. Time-dependent changes in the CPI cause the CPI 

level to fluctuate so that the CPI value is uncertain. Therefore, a method is needed to obtain a good model of CPI 

data. 

Research related to CPI data has been conducted by [2] with the ARMA model. The results of this study 

state that the ARMA model has a relatively small error value in long-term forecasting results. However, the 

ARMA model is only suitable for stable time series data. Still, according to [2], they suggested using other models 

on CPI data to stabilize the series. 

According to [3] conducted research on forecasting using BiGRU on tropical cyclone wave height. The 

results showed that the BiGRU accuracy is 0.78, indicating that it not only gets accurate prediction results in 

short-term predictions but can also maintain stable accuracy in long-term predictions. Furthermore, [4] also 

conducted research using BiGRU for the prediction of remaining useful life on mechanical devices and concluded 

that BiGRU could improve prediction accuracy. In 2022, [5] predicted the host load using Discrete Wavelet 

Transformation and BiGRU. The results of his research state that BiGRU significantly reduces MAPE, MAE, 

and RMSE prediction errors because BiGRU combines forward and backward units with the final results of 

MAPE 3.96, RMSE 0.027, and MAE 0.022. Therefore, this research applied the BiGRU algorithm to CPI data 

in Indonesia. 

 

2. RESEARCH METHODS 

In this research, secondary data from the Badan Pusat Statistik website is used, namely Consumer Price 

Index (CPI) data in Indonesia from January 2006 - December 2022 [6]. The following research stages were 

carried out including data pre-processing, data splitting, modeling, and model evaluation. An illustration of the 

research stages is in Figure 1. 
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Figure 1. The Research Method 

2.1 Pre-processing Data 

In the pre-processing process, CPI data in Indonesia is used which is sourced from the BPS website. The 

CPI data taken is monthly data from January 2006 - December 2022. The amount of data used is 204 data. The 

scatter plot of CPI data is shown in Figure 2. 

 

 

Figure 2. CPI data plot 

 

Based on Figure 2, the CPI data for January 2006 - December 2022 has fluctuated. In June 2008, January 

2014, and January 2020, the CPI value decreased drastically. Furthermore, a sliding window is performed by 

determining the window size value. A sliding window is part of the data structure at a certain point in time, and 

window size is data that is generated with a certain size by producing a dataset in the form of a set. Sliding 

windows are used to calculate past statistics [7]. 

In this research, 10 window sizes are used so that a dataset is generated. The sliding window process starts 

from the first data by taking ten data in one segment. Then, the segment is shifted to the right by one data so that 

the next segment contains the second data until the eleventh data. This process continues until the last segment, 

and the resulting number of segments is 194 in the CPI data used. 

2.2 Splitting Data 

In the data splitting process, the data is divided into training data and testing data. Training data is the data 

used to train the algorithm in finding the appropriate model, while test data is the data used to test and determine 

the performance of the model obtained at the testing stage. Splitting data helps find the most efficient set of model 

parameters that have the right balance between the generalization ability of the model and its complexity [8]. In 

this research, the CPI data resulting from pre-processing was divided into 80% training data, totaling 163 data, 

and 20% test data, totaling 31 data. 
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2.3 Gated Recurrent Unit 

The Gated Recurrent Unit (GRU) was proposed by [9] and [10] in 2014 on statistical translation engines. 

GRU is a development architecture of Recurrent Neural Network (RNN). As one of the developments of RNN, 

GRU has the ability to overcome vanishing gradient and gradient exploding problems [11]. A vanishing gradient 

occurs when the calculated gradient becomes very small because the GRU structure is so complex that the 

gradient must go through a long sequence. Meanwhile, gradient exploding occurs when the gradient becomes 

increasingly large which causes the training process to be longer. GRU has fewer weights and parameters, so the 

time required in the training process will be faster and produce a small error value. GRU has good performance 

on sequential problems, including natural language processing, image classification, and time series prediction 

[12]. GRU has two gates, namely the update gate and the reset gate. The update gate is used to determine how 

much past information should remain stored and remember new information. While the reset gate is used to 

combine new input and past information and determine whether the new information should be forgotten or not 

[13]. The gate structure in GRU is shown in Figure 3. 

 

Figure 3. The Gate Structure of GRU 

 

Based on Figure 3, the process in the gate GRU structure starts from combining the hidden state at the 

previous time ( ℎ𝑡−1) and the input value at time t  (𝑥𝑡) to produce the output value (𝑦𝑡). The equations of the 

gate GRU structure are written as 

 

𝑧𝑡 = 𝑅𝑒𝐿𝑈(Wz ⋅ [ht−1, xt]) 

𝑟𝑡 = 𝑅𝑒𝐿𝑈(W𝑟 ⋅ [ht−1, xt]) 

ℎ̃𝑡 = ReLU(Wℎ̃ ⋅ (𝑟𝑡 ∗  ℎ𝑡−1, 𝑥𝑡)) 

ℎ̃𝑡 = ReLU(Wℎ̃ ⋅ (𝑟𝑡 ∗  ℎ𝑡−1, 𝑥𝑡)) 

ℎ𝑡 = (1 − 𝑧𝑡) ∗  ℎ𝑡−1 + 𝑧𝑡 ∗ ℎ̃𝑡 

𝑦𝑡 = 𝑅𝑒𝐿𝑈(𝑊𝑜 ⋅ ℎ𝑡) 

 

where, zt : update gate, rt : reset gate, h̃t : candidate hidden state, ht−1: hidden state at the previous time, ht : the 

current updated hidden state, Wz : weight matrix on update gate, Wr : weight matrix on reset gate, Wh̃ : weight 

matrix on candidate hidden state, Wo : weight matrix of input values at time t, xt : input at time t, and yt : output 

at time t.  

Based on the equations of the GRU gate structure, there are equations of gate update 𝑧𝑡, gate reset 𝑟𝑡 , 

candidate hidden state ℎ̃𝑡, hidden state ℎ𝑡, and output 𝑦𝑡. In equations 𝑧𝑡 and 𝑟𝑡, [ℎ𝑡−1, 𝑥𝑡] is the concatenation 

of vector ℎ𝑡−1 and vector 𝑥𝑡 . The vector 𝑥𝑡  has a dimension of n with the form of vector 𝑥𝑡  is [𝑥1, 𝑥2, . . . , 𝑥𝑛]. 
The vector ℎ𝑡−1 as dimension m with the form of vector ℎ𝑡−1 is [ℎ1, ℎ2, ℎ3, . . . , ℎ𝑚]. The composite vector 

[ℎ𝑡−1, 𝑥𝑡] has dimension 𝑚 + 𝑛 with the form [ℎ1, ℎ2, ℎ3, . . . , ℎ𝑚, 𝑥1, 𝑥2, . . . , 𝑥𝑛  ]. 𝑊𝑧, 𝑊𝑟 ,𝑊ℎ̃, and 𝑊𝑜  are the 

weight matrices at the update gate, reset gate, candidate hidden state and output with dimension (𝑢,𝑚 + 𝑛). The 

value of u depends on the number of neuron units of the GRU architecture, while m and n are the dimensions of 

the vectors ℎ𝑡−1 and 𝑥𝑡 . The symbol ⋅ represents the matrix multiplication operation. The * symbol represents 
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the element-wise multiplication operation, which is a mathematical operation between two vectors or matrices 

where each element at the corresponding position is multiplied by each other. 

2.4 Bidirectional Gated Recurrent Unit 

Bidirectional Gated Recurrent Unit (BiGRU) is a development of GRU. BiGRU consists of two layers of 

GRU [14]. The performance possessed by BiGRU is higher than GRU because BiGRU has units with forward 

propagation and backward propagation so that it can access previous information and subsequent information. 

BiGRU can capture sequences of information that may be ignored by GRU and can overcome gradient problems, 

one of which is vanishing gradients. The gate structure of BiGRU is shown in Figure 4. 

 
Figure 4. The Gate Structure of BiGRU 

 

Based on Figure 4, the process in the BiGRU gate structure starts by entering information at the previous 

time and then proceeds with the forward and backward pass processes.  In the forward pass, information is passed 

from the initial layer to the final layer, while in the backward pass, information is passed from the final layer to 

the initial layer. After that, the outputs generated at each layer are combined to produce the final output. In Figure 

4,  𝑥𝑡−1 is the input at the previous time, 𝑥𝑡  is the input at time t, 𝑥𝑡+1 is the input at the next time, 𝑦𝑡+1  is the 

out-put at the previous time, 𝑦𝑡 is the output at time t, and 𝑦𝑡+1 is the output at the next time. The output at the 

current state is obtained from the two-position hidden state at the previous time and the next time. The gate 

structure equations in BiGRU are written as  

 

ℎ𝑡
⃗⃗  ⃗ = 𝐺𝑅𝑈(𝑥𝑡 , ℎ𝑡−1

⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ) 

ℎ𝑡
⃖⃗ ⃗⃗ = 𝐺𝑅𝑈(𝑥𝑡 , ℎ𝑡−1

⃖⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗) 

ℎ𝑡 = 𝛼ℎ𝑡
⃗⃗  ⃗ + 𝛽ℎ𝑡

⃖⃗ ⃗⃗ + 𝑏 

𝑦𝑡 = 𝑅𝑒𝐿𝑈 (𝑊𝑏 ℎ𝑡) 

 

where  ℎ𝑡
⃗⃗  ⃗ : hidden layer for the positive direction at time t, ℎ𝑡

⃖⃗ ⃗⃗  : hidden layer for the negative direction at time t, 

ℎ𝑡 : hidden state at time t, 𝛼 : weight for positive direction, 𝛽 : weight for negative direction, 𝑏 : bias, and 𝑊𝑏 : 

weight matrix. 

2.5 Evaluation 

In the evaluation process, Mean Absolute Percentage Error (MAPE) is used. According to [15], MAPE is 

a measurement tool that shows significant prediction errors in percentage form. The smaller the MAPE value, 

the smaller the estimated error value. The MAPE formula is as follows. 

 

𝑀𝐴𝑃𝐸 =  
∑

|𝑥𝑡 − 𝑦𝑡|
𝑥𝑡

𝑛
𝑡=1

𝑛
× 100% 
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where 𝑥𝑡: actual data, 𝑦𝑡: prediction data, and 𝑛: the number of prediction data. 

The range of MAPE values that can be used as a measurement material regarding the ability of a prediction 

model is shown in Table 1 [16]. 

Table 1. Range of MAPE Value 

Range MAPE Interpretation 

< 10% Highly accurate forecasting 

10 – 20% Good forecasting 

20 – 50% Reasonable forecasting 

>50% Inaccurate forecasting 

 

3. RESULTS AND DISCUSSION 

 

In this study, 20 BiGRU architectures were built with different number of layers and number of BiGRU 

units. Before building the architecture, BiGRU hyperparameters that are influential in obtaining good 

performance are determined. The hyperparameters used include the number of layers and BiGRU units, ReLU 

activation function, and 200 epochs. In addition, each architecture uses one dense layer and Adam optimization. 

Dense serves to add a fully connected layer. Adam's optimization serves to optimize the value of each layer so 

that the results are more accurate. The loss function used is Mean Absolute Percentage Error (MAPE) to measure 

how well the architecture performs. The MAPE results of the 20 BiGRU architectures are shown in Table 1. The 

MAPE results of the 20 BiGRU architectures are shown in Table 2. 

 Table 2. The Experimental Result of 20 Architectures BiGRU 

No BiGRU Architecture MAPE 

1 BiGRU 32 unit neuron 0.432% 

2 BiGRU 64 unit neuron 0.307% 

3 BiGRU 80 unit neuron 0.321% 

4 BiGRU 100 unit neuron 0.292% 

5 BiGRU 120 unit neuron 0.294% 

6 BiGRU 128 unit neuron 0.350% 

7 BiGRU 150 unit neuron 0.315% 

8 BiGRU 200 unit neuron 0.284% 

9 BiGRU 300 unit neuron 0.281% 

10 BiGRU 400 unit neuron 0.260% 

11 BiGRU 64, 100 unit neuron 0.275% 

12 BiGRU 100, 128 unit neuron 0.298% 

13 BiGRU 100, 200 unit neuron 0.280% 

14 BiGRU 128, 100 unit neuron 0.276% 

15 BiGRU 128, 120 unit neuron 0.302% 

16 BiGRU 200, 300 unit neuron 0.260% 

17 BiGRU 300, 200 unit neuron 0.288% 

18 BiGRU 100, 64 unit neuron 0.400% 

19 BiGRU 256, 400 unit neuron 0.24% 

20 BiGRU 400, 200 unit neuron 0.259% 

 

Based on Table 2, 20 BiGRU architectures are shown with the MAPE value generated from each 

architecture. The best BiGRU architecture is selected with the architecture that produces the smallest MAPE 

value. In the Table 2 number 19 shows that the architecture with two BiGRU layers totaling 256 and 400 neuron 

units has the smallest MAPE value of 0.24%. The CPI data is processed in BiGRU with 256 and 400 neuron 
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units. The first five weight values of the dense layer in the best architecture are [-0.00209816, -0.02615988, 

0.00880788, -0.01637967, 0.04520454]. The architecture is obtained at the 194th epoch with the results of the 

loss value on the training set is 1.3583 and the validation loss on the testing set is 0.24897. The results of loss 

and validation loss can be seen in Figure 5. 

 
Figure 5.  The Loss and Validation Loss of BiGRU 250, BiGRU 400  

 

Furthermore, data prediction is carried out from June 2020 - December 2022. The comparison graph 

between actual and predicted data is shown in Figure 6. 

 

 

Figure 6. Actual data and predict data 

 

Based on Figure 6, the prediction results using BiGRU are close to the actual value of the CPI data. By 

using the MAPE formula, the MAPE value is 0.24%. Based on the MAPE range in Table 1, it shows that the 

prediction ability with BiGRU on CPI data in Indonesia is classified as highly accurate forecasting. 

The best BiGRU architecture that has been obtained is used to forecast CPI data for the next seven months, 

namely June 2023 - December 2023. The forecasting results obtained are also compared with the latest actual 

CPI data, namely January - May 2023, which has been published by the Badan Pusat Statistik. The results of data 

forecasting are shown in Table 3. 
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Table 3. CPI Forecasting Results in Indonesia for the Next Seven Months 

Month, Year Actual CPI Forecasting CPI Error 

January 2023 113.98 113.81 0.17 

February 2023 114.16 114.02 0.14 

March 2023 114.36 114.24 0.12 

April 2023 114.47 114.46 0.01 

May 2023 114.84 114.68 0.16 

June 2023 - 114.91 - 

August 2023 - 115.36 - 

September 2023 - 115.59 - 

October 2023 - 115.82 - 

November 2023 - 116.05 - 

December 2023 - 116.29 - 

 

Based on Table 3, the forecasting results for January - May 2023 have a small error value. It can be 

concluded that the forecast has performed well in approximating the actual values. In addition, it is known that 

during the next seven months, namely June - December 2023, the range of CPI values in Indonesia ranges from 

114.19 to 116.29,  and the CPI has increased. This suggests that the economy may be experiencing growth or 

inflation during that period. In other words, prices of goods and services are likely to rise within that range. 
 

4. CONCLUSIONS 

Based on the results and discussion, it is concluded that the application of BiGRU on CPI data in Indonesia 

produces the best architecture. The best BiGRU architecture is obtained in a two-layer BiGRU architecture, with 

each layer having 256 neuron units and 400 neuron units, and one dense layer. The hyperparameters used are 200 

epochs, ReLU activation function, and Adam optimization. This best architecture can be used for the forecasting 

process. The first five weight values of the dense layer in the best architecture are [-0.00209816, -0.02615988, 

0.00880788, -0.01637967, 0.04520454]. The results of the architecture experiment obtained the smallest MAPE 

value of 0.24%. Based on MAPE, it is stated that the performance of the architecture is very good.  
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