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 ABSTRACT 

Article History: 
Sentiment analysis is a form of machine learning that functions to obtain emotional polarity 

values or data tendencies from data in the form of text. Sentiment analysis is needed to 

analyze opinions, sentiments, reviews, and criticisms from someone for a product, service, 

organization, topic, etc. Recurrent Neural Network (RNN) is one of the Natural Language 

Processing (NLP) algorithms that is used in sentiment analysis. RNN is a neural network that 

can use internal memory to process input. RNN itself has a weakness in Long-Term Memory 

(LTM). Therefore, this article examines the combination of Long-Short Term Memory (LSTM) 

and Gated Recurrent Unit (GRU) algorithms. GRU is an algorithm that is used to make each 

recurrent unit able to record adaptively at different time scales. Meanwhile, LSTM is a 

network architecture with the advantage of learning long-term dependencies on data. LSTM 

can remember long-term memory information, learn long-sequential data, and form 

information relation data in LTM. The combination of LSTM and GRU aims to overcome 

RNN’s weakness in LTM. The LSTM-GRU is combined by adding GRU to the data generated 

from LSTM. The combination of LSTM and GRU creates a better performance algorithm for 

addressing the LTM problem. 
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1. INTRODUCTION 

Technological developments cannot be ignored anymore because they are needed to solve several 

problems. One example of using technology is analyzing data from opinions, sentiments, reviews, and 

criticisms in the form of text. Opinions are the essence of almost all human activities because it’s the main 

influence of everyday human behavior where when you want to make a decision, you need the opinion of 

many people [1]. Machine learning is one of the methods used to analyze this data. One of machine learning 

is sentiment analysis. Sentiment analysis is a form of machine learning that has functions to obtain 

emotional polarity values or data tendencies, which can be used to analyze data in the form of text [2].  

Sentiment analysis is needed to analyze opinions, sentiments, reviews, and criticisms from someone 

for a product, service, organization, topic, etc. sentiment analysis can be used in product reviews, film 

recommendations, predicting stock values, and monitoring public opinion [2]. Sentiment analysis or 

commonly called opinion mining process is used to find user views on several topics or texts put forward 

by users so that they can determine whether the contents are positive, negative, or neutral [3]. Sentiment 

analysis itself has various algorithms that can be used because the methods used to analyze sentiment rely 

heavily on case studies [4]. Recurrent Neural Network (RNN) is an algorithm that can be utilized for 

sentiment analysis and have time train fastest of all methods used [5]. 

The RNN is a neural network that is used for processing an input, by using its own memory [6]. The 

RNN is classified as an artificial neural network system commonly used in areas like handwriting 

recognition [7] or speech recognition [8]. Memory in the RNN is showing that, depending on all previous 

computations, it will do the same task for any element from a sequence. RNN itself can be said to 

remember what has been done so far. RNN is an adaptation of neural networks for data sequences [9]. RNN 

in sentiment analysis has a weakness in long-term memory (LTM) [2]. 

A study conducted by [10] used Long-Short Term Memory (LSTM) and Gated Recurrent Unit 

(GRU) algorithms to improve the effectiveness of sentiment analysis. Although LSTM and GRU can both 

independently transform any signal into a set of features, working together they enable high-density feature 

analysis to produce the best representation of retinal reports [11]. LSTM and GRU are expected to solve the 

LTM problem in RNN. Based on this, this article will examine the combination of the LSTM and GRU 

algorithms to overcome the RNN problem in LTM. 

2. RESEARCH METHODS 

The Visualization of Similarities Viewer (VosViewer), LSTM, and GRU have been the three 

foundations on which this research turned into undertaken 

2.1 Visualization of Similarities Viewer (VosViewer) 

Visualization of Similarities Viewer (VosViewer), a computer tool called Viewer (VosViewer) 

allows users to examine bibliographical knowledge network maps for free [12]. VosViewer has an edge 

compared with other analysis programs because employs text mining to find combinations of mapping of 

associated phrases and creates clustering techniques for data tests [13]. Furthermore, VosViewer provides 

users with a number of interactive features and options to make accessing and exploring data in the field of 

bibliometrics more convenient [14][15]. The words (co-words) used in a document can be utilized to infer 

scientific notions. The foundation of colingual analysis is co-occurrence analysis. These documents' indexes 

are made up of terms that come from two or more other documents [16]. By evaluating the terms' strengths, 

the co-word analysis seeks to understand the content, patterns, and trends of various documents 

[17][18][19]. The mapping generated by VosViewer from bibliographical data related to sentiment analysis, 

LSTM, and GRU can be seen in the Figure 1. Figure 1 shows the results of bibliometric visualization 

through extraction in VOSviewer with title and abstract field. 
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Figure 1. Visualization with title and abstract restriction 

Figure 1 is visualized on VosViewer with 16 number of terms. The greater the circle of each 

variable, indicating that it is widely used. In the above mapping, it is known that the dominating terms are 

model, network, and sentiment analysis. 

2.2 Long-Short Term Memory (LSTM) 

LSTM algorithm is a new development of RNN. LSTM can solve long-term memory problems. 

According to [6], LSTM is a unique type from RNN that can be used to study the long-term dependence on 

data. LSTM, developed by [20], has been used as a further version of RNN and can overcome the 

limitations of RNN by using hidden layers or memory cells. Repetitive modules in LSTM are more 

complicated than RNNs in general, which have four layers with two states, namely the hidden state and the 

cell state. LSTM has a memory cell that is used to store information. In the calculations, input gates, output 

gates, and forget gates are used to manage the memory. The input gate functions to determine new data to 

enter into the cell state. Output gate functions to determine the result of the input that has been entered into 

the cell state. Forget gate functions to delete data that is not needed anymore in the cell state. The gate 

structure of the LSTM based on [21] can be seen in Figure 2. 

 
Figure 2. The gate structure of LSTM 

Based on [22], unlike recurrent units in general, each j in the LSTM unit has memory 𝑐𝑡
𝑗
 at time t. 

The ℎ𝑡
𝑗
 output from the LSTM is  

ℎ𝑡
𝑗

= 𝑜𝑡
𝑗

𝑡𝑎𝑛ℎ 𝑡𝑎𝑛ℎ (𝑐𝑗
𝑡)                                                        (1) 

where 𝑜𝑡
𝑗
 is the output gate, which has some memory content. Equation (2) show the output gate of LSTM 

𝑜𝑡
𝑗

=  𝜎(𝑊𝑜𝑥𝑡 + 𝑈𝑐ℎ𝑡−1 + 𝑉𝑜𝑐𝑡)𝑗                                   (2) 

with σ function of the sigmoid logistic. A diagonal matrix 𝑉𝑜. Existing memory was deleted and added new 

memory  𝑐𝑡
�̃�
 to update memory cell 𝑐𝑡

𝑗
 incrementally 

𝑐𝑡
𝑗

= 𝑓𝑡
𝑗
𝑐𝑡−1

𝑗
+ 𝑖𝑡

𝑗
𝑐𝑡

�̃�
,                                                         (3) 

where new memory  

𝑐𝑡
�̃�

= 𝑡𝑎𝑛ℎ (𝑊𝑐𝑥𝑡 + 𝑈𝑐ℎ𝑡−1)𝑗                                             (4) 
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The forget gate 𝑓𝑡
𝑗
 is modulated degree to which the existing memory is deleted and where the 

memory cell is added with new memory by the input gate 𝑖𝑡
𝑗
. Gates is written with Equation (5) and 

Equation (6) 

𝑓𝑡
𝑗

= 𝜎(𝑊𝑓𝑥𝑡 + 𝑈𝑓ℎ𝑡−1 + 𝑉𝑓𝑐𝑡)
𝑗
                                        (5) 

𝑖𝑡
𝑗

= 𝜎(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑉𝑖𝑐𝑡)𝑗                                           (6) 

where 𝑉𝑓 and 𝑉𝑖 are diagonal matrices. 

2.3 Gated Recurrent Unit (GRU) 

GRU is included in the development of the RNN algorithm which is similar to LSTM and can 

overcome the problem of using extra memory units in LSTM. According to [21], GRU is another form of 

RNN that is used to make each recurrent unit able to record adaptively at different times of scale. Gating 

units in GRU can control data movement or information with units. Even so, this is done without using 

additional memory cells. GRU also has two gates, that is the update gate and the reset gate which modulate 

the movement of data or information that passes one another in each hidden unit. The GRU update gate 

functions to determine how much past information should be stored and to remember new information. 

Reset gate functions to make decisions by combining new input and past information and determining 

whether new information should be forgotten or not. The gate structure of the GRU is shown in the Figure 

3. 

 

Figure 3. The gate structure of GRU 

Based on [21], at some time 𝑡 on GRU, linear interposition among previous activation ℎ𝑡−1
𝑗

 and the 

new activation ℎ𝑡
𝑗
 is defined as activation ℎ𝑡

𝑗
 with Equation (7) 

ℎ𝑡
𝑗

= (1 − 𝑧𝑡
𝑗
 )ℎ𝑡−1

𝑗
+ 𝑧𝑡

𝑗
ℎ𝑡

𝑗
                                                  (7) 

The GRU update gate is denoted by 𝑧𝑟𝑒𝑡
𝑗

 to find out how many units have been changed. The update gate is 

written with Equation (8) 

𝑧𝑡
𝑗

= 𝜎(𝑊𝑧𝑥𝑡 + 𝑈𝑧ℎ𝑡−1)𝑗                                                      (8) 

Furthermore, for the activation candidate, ℎ𝑡
𝑗
 is written as Equation (9) 

ℎ𝑡
𝑗

= 𝑡𝑎𝑛ℎ (𝑊𝑥𝑡 + 𝑈(𝑟𝑡⨀ℎ𝑡−1)                                           (9) 

where ⨀ represents the multiplication by element and the set of calculations from the reset gate is 𝑟𝑡. 

As 𝑟𝑡
𝑗
 approaches 0, the reset gate operates to make the unit appear to be extracting every symbol in the 

given sequence to read first and is allowed to clear calculations of the existing state. Reset gate 𝑟𝑡
𝑗
 is 

calculated the same as the update gate, 

𝑟𝑡
𝑗

= 𝜎(𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1)𝑗                                                      (10) 

3. RESULTS AND DISCUSSION 

The RNN was created to overcome the problem of neural networks, which have previously extracted 

information from current time periods and failed to take into account useful data related to their timing 

sequence and spatial arrangement [2]. An RNN that can process data sequences is also needed to obtain 
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previous information and reuse existing information. RNN is commonly used for language models because 

of its ability to remember long-term dependencies [23]. 

The words are converted into machine-readable vectors in RNN, and a sequence of vectors is 

processed one at a time. In the RNN process, the vector goes through the previous head state towards the 

next step in a sequence, in a hidden state the access to the neural network from the memory containing the 

information from the past data and add the tanh activation. Tanh activation on the RNN is useful to help 

regulate the spikes in value when passing through the network. Values can’t get over between -1 and 1 by 

the tanh function. Vectors passing through the neural network transform by repeated operations and explode 

in value causing other values to appear insignificant and an activation of tan is needed to help with the 

problem. 

However, with increasing time lag, the RNN gradient can disappear through the open RNN to 

become a feed-forward neural network. The gradient is used to renew the neural network's weights. The 

vanishing gradient problem occurs when the gradient force on return propagates over time, the slope value 

becomes very small. It does not make a significant contribution to learning. In RNN layers that get small 

gradient updates are not learned. Depending on past computations or "remembering" what has been 

processed, the RNN will do the same task to every element of the data sequence. RNN can forget what has 

been seen and longer sequences have short-term memory. 

To overcome this problem, the LSTM and GRU algorithms are used. LSTM and GRU have been 

successfully applied to forest phenology prediction [24]. According to [25], using a hybrid network for 

sentiment analysis for Arabic and can achieve peak performance. Internal mechanisms called gates allow 

LSTM and GRU to regulate information flow. The Gates will discover in the sequence what data is critical 

for keeping or forgetting. LSTM can spontaneously retain the memory of LTM and has a more complex 

structure compared to RNN. The structure of the LSTM can overcome the problem of long-term 

dependence. As another improvement from RNN, the GRU algorithm with a gated structure is formed. 

GRU combines cell state and hidden state resulting in different results from LSTM. Due to its high 

efficiency and simplicity of form, GRU is very widespread in natural language processing [2]. Compared to 

LSTM, GRU is the latest application of RNN, but both are appropriate for text data and because of this 

have been harmonized to achieve more accurate classification. In a study conducted by [26], using LSTM 

and GRU in predictions for COVID-19, it was found that LSTM and GRU showed much better robustness 

and predictions compared to actual figures which described lower prediction errors. The merger of LSTM 

and GRU aims to overcome RNN's weaknesses in LTM. A hybrid LSTM-GRU can learn to store and 

predict only relevant data. The production of LSTM will be input to GRU as a result of the merging of 

LSTM and GRU. 

The update gate formula from the information on the forget gate for each LSTM cell is, 

𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)                                                (11) 

With the information penetration rate represented by 𝑓𝑡 ∈ [0,1] and the sigmoid function is 𝜎(∙). 

Then the filtered data will pass through the input gate with Equation (12), Equation (13), and Equation 

(14). 

                                                (12) 

𝐶 = 𝑡𝑎𝑛ℎ (𝑊𝑐 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)                                         (13) 

𝐶𝑡 = 𝑓𝑡 ∙ 𝐶𝑡−1 + 𝑖𝑡 ∙ 𝐶𝑡                                                         (14) 

Input 𝑥𝑡 and the previously hidden layer state ℎ𝑡−1 are processed at this stage with the sigmoid and 

tanh functions. Then, Equation (15) and Equation (16) are the LSTM output gate conversion formula  

𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)                                               (15) 

ℎ𝑡 = 𝑜𝑡 ∙𝑡𝑎𝑛ℎ 𝑡𝑎𝑛ℎ (𝐶𝑡)                                                      (16) 

Then the output from the LSTM becomes the network layer of the GRU cell. The formula data 

forward propagation at equation below. 

𝑟𝑡 = 𝜎(𝑊𝑟 ∙ [ℎ𝑡−1, 𝑥𝑡])                                                         (17) 

𝑧𝑡 = 𝜎(𝑊𝑧 ∙ [ℎ𝑡−1, 𝑥𝑡])                                                         (18) 
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ℎ𝑡 =𝑡𝑎𝑛ℎ 𝑡𝑎𝑛ℎ (𝑊 ∙ [𝑟𝑡 ∗ ℎ𝑡−1, 𝑥𝑡])                                  (19) 

ℎ𝑡 = (1 − 𝑧𝑡) ∗ ℎ𝑡−1 + 𝑧𝑡 ∗ ℎ𝑡                                            (20) 

where input at GRU is the hidden layer output from LSTM (𝑥𝑡 = ℎ𝑡).  

 

 

Figure 4. Structure of LSTM-GRU 

The structure from LSTM-GRU in Figure 4 shows the flow of the process data that is input through 

the LSTM and the output becomes input for the GRU. 

In the first stage of a model, input data that can be processed is taken from an LSTM layer. Each 

neuron in the LSTM on this path creates a weight value when it receives input data. In the next step, data 

from an LSTM layer will be sent to GRU. A weight value is generated as it travels from LSTM to GRU 

layers. Input neurons are receiving data from a layer of GRU, and the correct weights have been generated. 

A weight value is generated as it travels from LSTM to GRU layers. Output neurons are receiving the GRU 

layer data, which is then converted into appropriate weights. By comparison of output with an initial value, 

the cost function is then calculated. The weights shall be adjusted to take into account the difference in 

projected and real values as soon as the minimum point of the cost function is achieved. The weights are 

kept on the basis of future estimates. 

Furthermore, the LSTM-GRU merger is applied using Python by producing the following syntax. 

Python has some of the widest support for deep learning as a programming language [27]. The syntax 

below is model creation for LSTM cells and GRU cells. 

#LSTM Cell 

class LSTM_net(nn.Module): 

    def __init__(self, input_size, hidden_size, output_size): 

        super(LSTM_net, self).__init__() 

        self.hidden_size = hidden_size 

        self.lstm_cell = nn.LSTM(input_size, hidden_size) 

        self.h2o = nn.Linear(hidden_size, output_size) 

        self.softmax = nn.LogSoftmax(dim=2) 

 

    def forward(self, input_, hidden): 

        out, hidden = self.lstm_cell(input_.view(1, 1, -1), hidden) 

        output = self.h2o(hidden[0]) 

        output = self.softmax(output) 

        return output.view(1, -1), hidden 

 

    def init_hidden(self): 

        return (torch.zeros(1, 1, self.hidden_size), torch.zeros(1, 1, 

self.hidden_size)) 

 

n_hidden = 128 

net = LSTM_net(n_letters, n_hidden, n_languages) 
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train_setup(net, lr=0.0005, n_batches=100, batch_size = 256) 

 
#GRU cell 

class GRU_net(nn.Module): 

    def __init__(self, input_size, hidden_size, output_size): 

        super(GRU_net, self).__init__() 

        self.hidden_size = hidden_size 

        self.gru_cell = nn.GRU(input_size, hidden_size) 

        self.h2o = nn.Linear(hidden_size, output_size) 

        self.softmax = nn.LogSoftmax(dim=2) 

 

    def forward(self, input_, hidden): 

        out, hidden = self.gru_cell(input_.view(1, 1, -1), hidden) 

        output = self.h2o(hidden) 

        output = self.softmax(output) 

        return output.view(1, -1), hidden 

 

    def init_hidden(self): 

        return torch.zeros(1, 1, self.hidden_size) 

 

n_hidden = 128 

net = LSTM_net(n_letters, n_hidden, n_languages) 

train_setup(net, lr=0.0005, n_batches=100, batch_size = 256) 

Based on the explanation above, LSTM-GRU can overcome the RNN problem on LTM where the 

loop that occurs on the RNN can be overcome by the forget gate owned by LSTM by deleting data from the 

initial input that is no longer useful and passing through GRU where the update gate can remember past 

information and add new information and reset gate generate data that has been combined with new 

information. The combination of LSTM and GRU creates an algorithm with better performance for solving 

LTM problems compared to RNN. In RNN if the weight value is too small, the gradient will disappear and 

if the gradient is too large it can make the gradient explode then it means that RNN is sensitive to time step 

and doesn’t have long-term memory. LSTM adds input gate and forget gate to solve the problem of 

gradient disappear and gradient explode, so that long-term information can be captured, and it can have 

better performance in long sequence. Then, GRU can reduces matrix multiplication and can save a lot of 

time without sacrificing performance with one gate less than LSTM. Refered to [28] the more neural 

network layers can improve the abstract processing ability. 

4. CONCLUSIONS 

According to the results of the study, RNN has weaknesses in dealing with LTM problems. LSTM 

and GRU are used to solve LTM problems in RNN. LSTM has four layers with two states, namely hidden 

state and cell state. There are three gates in the memory cell from LSTM, namely, input gate, output gate, 

and forget gate. GRU will allow each recurring unit to be recorded in a variety of time periods. Gating units 

in GRU are able to control data movement between units. There are two gates in GRU, namely, the update 

gate and the reset gate. 

The LSTM-GRU combination can overcome the LTM problem by overcoming loops that occur in 

the RNN with forget gates and bypassing update gates and reset gates in GRU. LSTM-GRU merging 

creates an algorithm with better performance than RNN to solve LTM problems. 
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