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Abstract. Granulated sugar is a sugar commonly used daily to manufacture food and beverages. The demand for granulated 

sugar continues to increase, but the number of sugar factories and the area of sugar cane in Indonesia is decreasing. This causes 

a gap between the demand for sugar which continues to increase, and the production of granulated sugar continues to decline, 

resulting in Indonesia being the largest country importer of sugar. The imbalance between the demand and production of 

granulated sugar At Candi Baru Sugar Factory, Sidoarjo, East Java, resulted in not achieving the target to meet these needs. 

Therefore, predictions are made to get an overview of production planning to optimize granulated sugar production so that 

sugar needs can be met. The prediction method used at the Candi Baru sugar factory, Sidoarjo, East Java, for the 2022 milling 

period is the Markov Chain method with a four-state divisor, namely drastically down, down, up, and up drastically. The 

application of Markov Chains produces predictions for each state. It is predicted that the production of sugar with the highest 

percentage for May – December upstate. 
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INTRODUCTION 

Sugar is a natural sweetener and a simple carbohydrate that is easily soluble in water and turned into energy for 

the body [14]. Granulated sugar is a type of sugar used daily in the manufacture of food or drinks and comes from 

sugar cane juice which is crystallized into sugar granules. Demand for granulated sugar continues to increase in 

Indonesia, caused of several things: the habit of consuming granulated sugar, population growth, community welfare, 

and the development of industries that use granulated sugar as raw material [8]. Indonesia has the potential as the 

largest sugar-producing country in the world. Still, in reality, the number of sugar factories is decreasing, and the sugar 

cane area is decreasing, so the State of Indonesia is currently the largest sugar importer. The gap between the demand 

for sugar continues to increase, and production continues to decline. Production planning is needed to optimize the 

production strategy so that sugar needs and requests are met. Production planning is an activity related to the process 

of converting raw materials into an item [20]. Production planning determine based on the results of forecasting or 

predictions. Markov Chain can use as a prediction method. Markov Chain studies the properties of a variable in the 

present and past to estimate variables in the future. The result of Markov Chain analysis is probabilistic information. 

This analysis uses to assist decision-making. PG Candi Baru Sidoarjo is one of the companies that produce granulated 

sugar, which is experiencing an imbalance between demand and realization of sugar. From the description above, 

researchers are interested in conducting research, namely applying the Markov Chain in predicting sugar production 

with the help of QM software for Windows. 

METHODOLOGY 

Data is a collection of facts that can be trusted to be accurate; the available data is often raw data that has not been 

compiled and has no information, so the data needs to be processed in such a way to get information. Statistics can be 

mailto:agustina.fmipa@unej.ac.id
mailto:ardeliananitiyasa@gmail.com


Pradjaningsih, Vidatiyasa, Santoso 

2 

 

divided into two types: descriptive and inductive. An example of descriptive statistics is frequency distribution, where 

data are arranged according to size or category and presented in tables or graphs. The steps in forming the frequency 

distribution are as follows [22]: 

a. Determine the number of classes 

The number of classes can be determined freely according to needs or using the Sturges formula below 

 

𝐾 = 1 + 3.3 log 𝑎     (1) 
 

with 𝐾 is the number of classes, and a is the number of data. 

b. Determine the length of the class interval 

In determining the class length, the data's distance or range must be known. The range is the distance between the 

largest data and the smallest data 

𝑅 = 𝑙𝑎𝑟𝑔𝑒𝑠𝑡 𝑑𝑎𝑡𝑎 − 𝑠𝑚𝑎𝑙𝑙𝑒𝑠𝑡 𝑑𝑎𝑡𝑎 

The known range is divided by the number of classes (K), as follows [22] 

 

𝐼 =
𝑅

𝐾
       (2) 

 

with 𝐼 is class length, 𝑅 is the range, and 𝐾 is the number of classes.  

 

Inductive statistics are statistics that assess characteristics, predict and draw general conclusions. The probability 

of an event is a measure of the likelihood of an event occurring in the future. Probability has a conditional event rule 

that the occurrence of one event is used as a condition for the occurrence of another event which is stated in the 

following Equation: [22] 

𝑃(𝐴|𝐵) =
𝑃(𝐴∩𝐵)

𝑃(𝐵)
; 𝑃(𝐵) ≠ 0  (3) 

 

with 𝑃(𝐴|𝐵) is conditional probability of event A if event B is known, 𝑃(𝐴 ∩ 𝐵) is the probability that both A and B 

occur at the same time, and (𝐵) is probability of event B. 

A Markov Chain is a series of event processes in which the conditional probability of future events depends on the 

current events. The results of Markov Chain analysis are probabilistic information that can be used to assist decision-

making [1]. Markov analysis is a special form of probabilistic model, which is more commonly called a stochastic 

process. A stochastic process is a set of random variables. All possible values that can occur in the random variable 

of the stochastic process are called state space, so the stochastic process is expressed in Equation. [17] 

 

𝑋 = {𝑋(𝑡), 𝑡 ∈ 𝑇}     (4) 

with 𝑋 is set of random variables, 𝑋(𝑡) is random variables, 𝑇 is time index set, and 𝑡 is time. 

A stochastic process 𝑋𝑡 is said to have Markov properties if for 𝑡 = 1,2,3… it has a transition probability or a 

probability of moving state 𝑖 at time 𝑡 to state 𝑗 at time 𝑡 + 1, which is called 𝑃𝑖𝑗 [17]. 

The Markov Chain is represented in a transition probability matrix called a one-step transition probability matrix. 

𝑃𝑖𝑗 is the probability is in the state 𝑖, then the process will transition to the state 𝑗, as in the matrix 𝑃 below [17]. The 

relationship between states can represent in Figure 1. 

 

𝑃 =

[
 
 
 
𝑃00 𝑃01 ⋯ 𝑃0𝑗

𝑃10 𝑃11 ⋯ 𝑃1𝐽

⋮ ⋮ ⋮ ⋮
𝑝𝑖0 𝑃𝑖𝑖 ⋯ 𝑃𝑖𝑗 ]

 
 
 

 

with  𝑃𝑖𝑗 ≥ 0;  𝑖, 𝑗 ≥ 0; ∑ 𝑃𝑖𝑗 = 1; ∞
𝑗=0 𝑖 = 0, 1, …, 𝑃 is a one-step transition probability matrix, and 𝑃𝑖𝑗 is transition 

probability from state 𝑖 to state 𝑗. 
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FIGURE 1. Relationship between states   

 

The one-step transition probability matrix is the probability of the initial state of a system so that to find out the 

conditional probability that a system in the state 𝑖 will be in a state 𝑗, an n-step transition probability (𝑃𝑖𝑗
𝑛) is performed. 

So to calculate the probability of an n-step transition, you can use the Chapman-Kolmogorov equation as follows [17] 

 

𝑃𝑛 = 𝑃𝑛−1𝑃      (5) 

with 𝑃𝑛 is probability of the  𝑛𝑡ℎ state transition, 𝑛 = 1, 2, …, 𝑃𝑛−1 is a probability of state transition at n-1, and 𝑃 is 

transition probability matrix P. 

The state of the Markov Chain transition matrix for each state in each -step generally cannot be determined with 

certainty, so a probability for each state in the initial conditions is needed, called the initial state vector (𝑣0). The 

initial state vector indicates an equal chance of every state in a system starting a transition [11].   

 

𝑣0 = [

𝑣1

𝑣2

⋮
𝑣𝑘

] 

where 𝑣1 is the probability at state 1, 𝑣2 is the probability at state 2, and 𝑣𝑘 is the probability at state 𝑘. If 𝑃𝑛 is the 

transition matrix of the Markov Chain and 𝑣0 is the initial state vector, then 

 

𝑣𝑛 = 𝑣0𝑃𝑛              (6) 

with vn is state vector, n ≥ 1, v0 is  initial state vector, and 𝑃𝑛 is  transition probability matrix, 𝑛 ≥ 1 

This iterative process is used to predict the probability of the future state of the transition process [10]. After 

performing the 𝑛-step transition process, the system reaches a steady state where the transition probability has reached 

a fixed condition so that the transition probability value does not change again after makin 𝑛-step transitions. Repeated 

probability calculations will take time, so the calculation process is not efficient. In an ergodic (recurrent and 

aperiodic) Markov Chain, the steady-state probability can be solved using the following Equation [17] 

 

𝜋 = 𝑃𝜋 (7) 

RESULTS AND DISCUSSION 

The data was used during the sugarcane milling period from 2010 – 2021. According to the data obtained, the 

Candi Baru sugarcane milling period occurs from May to December, so the predictions obtained at the end of the 

calculation are predictions for the 2022 milling period. The data are in the form of data production of granulated sugar 

obtained from the Candi Baru Sugar Factory. The required data are in Table 1. 

 

TABLE 1. Data variable   

Variable Description 

𝑋 Granulated sugar production (Tons)  

 

T The sugar production data is sorted, then arranged by category using frequency distribution and presented in tables. 

The first step is to find the range of granulated sugar production data. Range data is obtained by finding the difference 

between the largest and smallest data values. Based on the sugar production data, the largest data value is 7281.1 tons, 

and the smallest data is 262 tons, so the range of granulated sugar production data is 

𝑅 = 7281.1 − 262 = 7019.1. 
The range that has been obtained is used to find class intervals with Equation (2) as follows: 

𝑖 =
𝑅

4
=

7019.1

4
= 1754.8 ≈ 1755. 

The length of class intervals obtained can be used to form class intervals. The class interval will contain all the 

smallest to largest data that has been partitioned into four classes, with each class having a class interval length of I 
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[22]. So that state categories can be formed, as in Table 2, and Table 2 is used to classify each data according to the 

state variable category in Table 3. 

 

TABLE 2. State category  

State Description Range 

1  Drastically decrease 262.0 − 2016.9 

2 Decrease 2017.0 −  3771.9 

3 Increase 3772.0 −  5526.9 

4 Drastically increased 5527.0 −  7281.9 

 

 

TABLE 3. Sugar production data classification 

Data every month 

C
la

ss
if

ic
a

ti
o

n
 

Data every month 

 C
la

ss
if

ic
a

ti
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n
 

Data every month 

C
la

ss
if

ic
a

ti
o

n
 

Data every month 

C
la

ss
if

ic
a

ti
o

n
 

May-2010 1630.1 1 Oct-2012 7222.1 4 Aug-2015 6736.5 4 Sep-2018 6943.9 4 

Jun-2010 3642.9 2 Nov-2012 2035.8 2 Sep-2015 5995.4 4 Oct-2018 5219.6 3 

Jul-2010 4044.7 3 May-2013 383.7 1 Oct-2015 6879.7 4 May-2019 3431.6 2 

Aug-2010 4430.9 3 Jun-2013 2012.9 1 Nov-2015 2269.5 2 Jun-2019 3385.1 2 

Sep-2010 2605.4 2 Jul-2013 4401.1 3 Jun-2016 2434.5 2 Jul-2019 6866.3 4 

Oct-2010 4276.8 3 Aug-2013 3012.2 2 Jul-2016 2749.2 2 Aug-2019 5746.5 4 

Nov-2010 3814.2 3 Sep-2013 5540.5 4 Aug-2016 5263.0 3 Sep-2019 6807.3 4 

Des-2010 1112.3 1 Oct-2013 5621.6 4 Sep-2016 4811.9 3 Oct-2019 3763.2 2 

May-2011 2859.7 2 Nov-2013 5866.1 4 Oct-2016 5420.0 3 Jun-2020 3390.9 2 

Jun-2011 4531.1 3 Des-2013 3985.6 3 Nov-2016 5032.3 3 Jul-2020 5289.2 3 

Jul-2011 4935.1 3 May-2014 946.4 1 Des-2016 4408.1 3 Aug-2020 5735.4 4 

Aug-2011 4562.0 3 Jun-2014 4702.9 3 May-2017 1218.2 1 Sep-2020 5746.1 4 

Sep-2011 3480.5 2 Jul-2014 4044.2 3 Jun-2017 3397.7 2 Oct-2020 2038.4 2 

Oct-2011 7281.1 4 Aug-2014 4790.2 3 Jul-2017 6308.1 4 May-2021 529.8 1 

Nov-2011 786.1 1 Sep-2014 6246.7 4 Aug-2017 6373.8 4 Jun-2021 5387.3 3 

May-2012 1589.2 1 Oct-2014 5936.9 4 Sep-2017 5746.6 4 Jul-2021 4053.8 3 

Jun-2012 4829.5 3 Nov-2014 4657.8 3 May-2018 3201.2 2 Aug-2021 5274.0 3 

Jul-2012 5978.3 4 May-2015 262.0 1 Jun-2018 3162.4 2 Sep-2021 5212.6 3 

Aug-2012 3982.6 3 Jun-2015 5457.7 3 Jul-2018 4478.2 3 Oct-2021 3613.6 2 

Sep-2012 6695.8 4 Jul-2015 3933.1 3 Aug-2018 5557.1 4    

 

The following process is the preparation of the transition matrix obtained from the state transitions in Table 3. The 

transition matrix formed is used to form a one-step transition matrix to get an overview of the relationship between 

each state from the sugar production data. From Table 3, a transition matrix can be formed where each element 

contains the number of state transfers in each data sequence. 

 

𝑋 = [

2 3 5 0
2 5 6 4
4 5 14 6
1 5 4 12

] 

Elements in the 𝑋 matrix indicate a state transfer for all states (𝑖) to all states (𝑗) in the sugar production data. Each 

element in the transition matrix is solved by Equation (3) to produce the one-step transition probability matrix below. 
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𝑋 =

[
 
 
 
 
 
 
 
2

10

3

10

5

10

0

10
2

17

5

17

6

17

4

17
4

29

5

29

14

29

6

29
1

22

5

22

4

22

12

22]
 
 
 
 
 
 
 

= [

0.20 0.30 0.50 0
0.12 0.29 0.35 0.24
0.14 0.17 0.48 0.21
0.05 0.22 0.18 0.55

] 

 

From each one-step transition matrix that has been formed, it can be described in terms of the relationship between 

sugar production states as Figure 2 below. 

 

 

FIGURE 2. Relationship between sugar production state 

 

Based on the illustration of the relationship between sugar production states shows a relationship that is not mutually 

exclusive, so other conditions influence the probability of each state. 

The process is continued by looking for probabilities with 𝑛-step transitions; researchers use the help of QM for 

Windows software to get probabilities in each 𝑛-step until they reach steady state conditions. In this study, a dataset 

with the name of granulated sugar production will be created, and the number of states that will be used is four. Press 

"OK" after everything is in order. The initial state vector used in this study is 𝑣0 = [0.25 0.25 0.25 0.25], so 

that the sugar production dataset template is obtained, which contains the one-step transition matrix elements of 

granulated sugar production, as shown in Figure 3 below. 

 

 

FIGURE 3 Sugar production dataset 

 

Based on the data template in Figure 3, using the "number of transition" tool, then press "run" so that each iteration 

will produce an output of a transition matrix, ending probability (given initial)/state vector/𝑣𝑛 and steady-state 

probability. The transition of the granulated sugar production dataset is shown in Figure 4 below. 
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(a) 

 
(b) 

 
(c) 

 
(d) 

FIGURE 4. (a) first transition, (b) second transition, (c) seventh transition, (d) eighth transition.  

 

Based on Figure 4 (d), sugar production reached a stable condition in the eighth iteration. Each dataset transition of 

each variable produces an ending probability/state vector, which is the probability of each transition which is presented 

in Table 5 below. 

TABLE 5. Sugar production probability 

Probability  State 1 State 2 State 3 State 4 

𝑣1 = 0.13 0.25 0.38 0.25 

𝑣2 = 0.12 0.23 0.38 0.28 

𝑣3 = 0.12 0.23 0.39 0.29 

𝑣4 = 0.12 0.23 0.38 0.28 

𝑣5 = 0.12 0.23 0.37 0.29 

𝑣6 = 0.12 0.23 0.37 0.29 

𝑣7 = 0.12 0.23 0.37 0.29 

𝑣8 = 0.12 0.23 0.37 0.29 

 

Table 5 contains the production probabilities for granulated sugar during eight transitions, indicating that the largest 

probability is in state 3. Based on classified sugar production data, most state transitions ended in state 3. In QM for 

Windows, the state of granulated sugar production can be analyzed by the tool "State analysis." The state of the sugar 

production system is classified in Table 5. 

 

 

FIGURE 5. Sugar production state analysis 
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Figure 5 shows that State 1 to state 4 in sugar production fulfills the steady-state ergodic properties so that through 

Equation (7), the steady-state probability of granulated sugar production can be seen in Table 6. 

TABLE 6. Steady-state probability for sugar production 

 𝝅𝟏 𝝅𝟐 𝝅𝟑 𝝅𝟒 

Sugar production 0.12 0.23 0.37 0.29 

 

Table 6 is a table that shows the steady-state probability of sugar production. It is found that the long-term probability 

of granulated sugar production in a drastically decreasing condition is 𝜋1 = 0.12, in a down condition 𝜋2 = 0.23, in 

an up condition 𝜋3 = 0.37, and a drastically up condition 𝜋4 = 0.29. The steady-state probability shows a fixed 

probability after performing the -step transition process; the steady-state probability can change if additional data is 

added and the Markov Chain process is carried out again. Based on Table 5, the prediction of granulated sugar 

production is obtained by multiplying each state vector by 100% so that the prediction of sugar production can be seen 

in Figure 6. 

 

FIGURE 6. Sugar production prediction 

 

Based on the picture above, it is found that production predictions from May to December will be in state 1 (down 

drastically) of 12% - 13%. The prediction of sugar production from May to December will be in state 2 (down) at 23% 

- 25%. Sugar production from May to December is predicted to be in state 3 (up) at 3772 – 5526.9 ton) with 37% - 

38%. Sugar production from May to December is predicted to be in state 4 (a drastic increase) by 25 – 29%. The 

explanation above shows that the largest prediction is in state 3, so for the months of May to December 2022, sugar 

production is predicted to be in an upward condition. After December, sugar production will be stable at state three or 

an increasing condition. 

 

CONCLUSION 

Based on the results and discussion of Markov Chain predictions on the four data variables, it was successfully 

carried out with the help of QM for Windows. The most significant prediction is that sugar production for May to 

December will be in increasing condition (3772 – 5526.9 tons) with a percentage level of 37% - 39% 
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