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ABSTRACT

Chio condensation method is a method to compute the determinant of an n X n matrix A where a;q #+ 0 by
reducing the order of the matrix to an (n — 1) X (n — 1)matrix. In this paper, we will generalize the condition
where a1 can be equal to zero. To compute the determinant, we can choose any element of matrix A that is
not equal to zero as a pivot element.
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1. Introduction

Numerous branches of mathematics, science, and engineering make regular use of determinants in various
contexts. Calculating the determinants of small matrices is a simple process that can be done using the Laplace expansion
by rows or columns [1]. The challenges come into play when one needs to work with very big matrices. There are just
a few intriguing non-traditional ways for determining the determinant of a square matrix in the older literature.

These ways, on the other hand, are based on something called the” condensation method,” which involves
changing the order of the original determinant [2]. The two most popular of these methods are called Chio [3] and
Dodgson’s condensation[4]. In this paper, we will review the above-mentioned condensation methods and then show a
new way to find the determinant of a square matrix by reducing its order one step at a time using Chio and Dodgson’s
determinantal identities. This will give us a determinant of order two, which is easy to find. Some researchers have
worked on Chio’s condensation method such as [5], [6], [7] and [8].

The Chio condensation method is a method for computing the determinant of a matrix by reducing the matrix
ordern x ninton — 1 x n — 1 and suppose a,; # 0 as a pivot element. The Chio condensation method was first proposed
by F. Chio in 1853. However, there are earlier indications of this method in C. Hermite’s article published in 1849 [3].

The general form of the Chio condensation process is detA = ‘;it_f.
11

The supposing that using the a4 element as a pivot element would be difficult if found the element a;; = 0ina
matrix. Therefore, modification of the flexible pivot of the Chiocondensation method is needed for any element that can
be selected flexibly to be a pivot element. In this paper, we introduce the generalization of Chio’s condensation method,
when we find the a,; element is equal to zero. We also then make a conclusion that we can choose any element in an
n X n matrix that is not equal to zero.

2. Determinant and Chio’s Condensation

In this section, we will discuss the basic concept of determinants and Chio’s condensation method.

2.1 Determinant
In linear algebra, the determinant is a scalar value that can be calculated for a square matrix. The determinant of matrix
A is typically denoted as det 4 or |A]|.

) a,, a i o
Fora2 x 2 matrix where A = [a:i a;ﬂ then the determinant of matrix A is calculated as follows:

det(4) = aq1a;; — aq2a2; 1)

If Ais an n X n matrix, determinant is a scalar associated with a square matrix A and denoted as det(A), or |A|. To
determine the determinant of an x n matrix A, a typical technique is cofactor expansion. Let M; ; be the minor of entery
a;;(i=1,2,..,n)andj = 1,2,...,n), which is the determinant of the sub matrix that results from deleting the it" row
and jt" column of A. If i*" row of A is opted for cofactor expansion then,

n n o (2)
det(A) = z ai‘jAl-‘j = Z(—l)”]ai‘jMi_j
j=1

j=1

where A;; is the cofactor of entry a;; such that 4,; = (—1)1+fM1j. Similarly, the cofactor expansion along the j&*

column would be
n

n
det(d) = ) @y = Y (~1)ay M,
j=1 j=1
Another common method used to compute the determinant of a large matrix is elementary row operation. The next
theorem shows how an elementary row operation computes the determinant of the n X n matrix.

®)

2.2 Chio Condensation Method

In this subsection, we begin with a statement of the Chio Condensation Method theorem:
Theorem 1. [2] Let A be an n X n matrix and suppose a,; # 0. Let B denoted the (n — 1) X (n — 1) matrix obtained

. a;r A4 |B|
by replacing each element a,; b | |.Then A| = =, were
y rep g 1j Oy Ay Gyy |A| a2
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Proof. Let A be an n x n matrix, denoted by

IB] =

Apxn =

a; A1+

Air1)1 A+ G+
Q12 QA3 Qg4
Az QA3 dpg
a3y Q433 A3y
Asy Q43 QAys
An2 Qan3 Ang

1

aTLTL

then we can compute the determinant of matrix A using Eqg. (3) as follow,

aiy
azi
aszq

|An><n| = a41

an1

A1, A3 Qg
QAzz QA3 Qg
A3z A3z  dzg
Ay Q43  QAyq
anZ an3 an4—

Ain
Qaon
Qa3n
Asn

ann

Multiply each row of Eq. (5) by a,; except the first row and then from Theorem ?? we have

|An><n| =

aj;
az1011
1 a31011
n-1 |asa
aly 41011
an1Qqq

V) a3
Az2Q11 Q3077
a32011 d330d1q
Q42011 Q43019
An2d11  QAn3Qqq

Multiply both side by a{* from Eq. (6) then we get the following result.

a?l_llAnxnl =

Then we do the elementary row operations. Firstly, subtract second row from Eq. (7) by the multiplication of a,,

the first row.

a1

0

az;a

n-1 _ |431%11
a1 |Anxn|— 41041

an1d11

aiq
az1411
31011
A41011

an1Qq1

a2

A22011 — Q12021

Q32011
42011

An2aq11

a2 a3
Az2011 Q423497
Q32011  d33Qqq
Q42011 Q43099
An2Qd11  Ap3Qq1

a3
Q3011 — Q13021
azzdq1
Ay30711

An3Adqq

A14 Ain
A24Q11 Azn Q11
Q34017 ' Q3pQqq
Ag4011 ' QAunQqq
AnaQq1 *°° AunQi1

A14 Ain
Az4011 azna11
A34Q11 " Q3p01q
A44Q11 " QunQqq
AnaQq1 " AupQ11

14
A24011 — Q14021
Q34071
Q44071

AnaQqq

Ain
AznQ11 — A1nA21
a3nAi1
Aynlyq

cee

cee

AnnQ11

17

(4)

®)

(6)

()

with

after that, subtract second row until the n* row from Eq. (7) by the multiplication of a,, as;, asq, -, a,; With the first

row.
a1
0
0

ati Al =
11 | nxnl A41041

an1Qqq

V)
QAz2011 — Q12021
Q32011 — A12031

A420711

An2Qqq

a3
az3a11 — Aq3021
Qa33d11 — 13031
Ay3011

an3aq;

A4
A24011 — Q14021
Q34011 — Q1403

Ay4011

AngaQqq

Ain
AznQ11 — Q1nl21
A3nQ11 — AQ1nld31

Asnl11

Anndi
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Qi3
Qaz3011 — Q13021
Q33d11 — A1303;
Q43011 — A13047

an3aq;

a3
QAz30A11 — A13Qq
QA33011 — Aq3031

Q430171 — A130Q41

Ap3Q11 — Q13001

Q14
24011 — Q14021
Q34011 — Q14034
AuaC11 — Q14049

Analyq

A14
A24011 — Q14023
A34011 — Q14037

Q44011 — A1404q

AnaQ11 — Q14003

ai V)
0 Az2011 — Q1207
A A | = 0 A32011 — Aq2037
X - —
1 oo 0 Q42011 — A1204q
an1011 An2011
ai ai;
0 4011 — 420
a?fllA | = 0 asai1 —ag2as3
X - —
oo 0 aua11 — A1204q
0 anai1 — 420,
| 3228011 — Q12021
32011 — A1203;
ati Al = |@42@11 — Q1204

An2QA11 — A120p1

Qaz3A11 — Q13073
Q3311 — Q9303
Q43011 — A1304q

An3Ay11 — Q13001

A24011 — Q14029
A34QA11 — A14Q3q
Ag4011 — Q14041

AngaQq1 — A140pq

Multiply both side by — then we have
1

an
' |a11 a12| |a11 a13| |a11 a14| |a11
az1 Ay az1  Qz3 az1 Qo4 az1
|a11 a12| |a11 a13| |a11 a14| |a11
az; Qs Qaz; Qzz a3y Q34 as;
Anxnl = == |a11 a12| |a11 a13| |a11 a14| |a11
11 1lay; Q4 Qg1 Q3 Qg1 Qyq Ay
|a11 a12| |a11 a13| |a11 a14| |a11
anl an2 anl an3 anl an4— anl

Eq. (8) has the following form.

1
|Anxnl = FlBl

11

Aan

a1n|

Ain
Arnd11 — A1ndz1
a3nQ11 — A1n031
Ayn11 — A1n Q41

AnnQdi1

Ain
Arn11 — A1nQz1
a3nQ11 — A1n 031
Aynl11 — Q1041

AnnQ11 — A1nlny
Arn11 — Q1nl21 |
A3nQd11 — 1031
A4nQ11 — A1nQay

AnnQ11 — Q1nQna

a1n|
Azn
a1n|
Qa3n
alnl

ann

18

®)

O

Using Theorem 1 we can compute the determinant of matrices easily. Therefore, we construct the algorithm for
computing the determinant of an n X n matrix based on Theorem 1 as follows:

Algorithm 1: Theorem 1 Condensation Method

Input: A, Where a;; # 0

Output: the determinant of matrix A

We do the Chio’s condensation method in the following steps:

1. Choose a;; # 0 as a pivot element

transform matrix A by reducing the dimension (n — 1) x (n — 1) matrix B as in Eq. (4)

2
3. repeat the step 2 by reducing of matrix B isequal to 2 x 2.
4

Calculate |A,xn| = —— |B|
agy

Example 1. Consider an 4 X 4 matrix A as follows:

Wk R
o 0NN
AW o w
S ERN 3, PN
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then we can compute det(A) using Theorem 1. First of All, we choose a,; = 1 as a pivot element. Then we construct
an (4 — 1) x (4 — 1) matrix B as defined in Algorithm 1.

1 4

S I
o2 o3 14|
_1||||7|_8_é 37

1 4| -

_ _ 3 6| |3_ 4| |3
repeating the process until we have a 2 x 2 matrix B as follows.

B = [117 135

then we have

4] = |117 135| _

52 — (1296) = 144

3. Generalisation of Chio Method

In this section, we modify the flexible pivot of Chio’s condensation method where a,; = 0.
Theorem 2 (Chio’s condensation a,; = 0).Let A be an n X n matrix where a;; = 0. Letany element of matrix A, i.e.
a, s as a pivot element with r-th and s-th column. LetBbean (n — 1) X (n — 1) defined by

aij Qi . ,
Qr; Gy ifi<randj<s
QAis Qi+ o .
~lays argen ifi<sands<j<r ©)
B = (bij) - aij Ars i ds<i<
B |a(i+1)j A(i+1)s ifi=rands<js<r
QAys Ai(j+1) e ,
k|a(i+1)s Ai+10541 ifi=randj<s
=™ 1)
fori,j € [n—1]|. Then |A| = |B|
Proof. Let A be an n X n matrix denoted by
all e al} cee aln
Apsn =1 0 Qs Qe a1 =0 (10)
anl e an] see ann
Then we can compute determinant of matrix A in Eq. (10) using Eq. (3) as follows,
all cee alj e aln
|[Apxnl = |1 0 Qs Grn| ay; =0 (11)
anl “ee an] e ann

Element ars in matrix A as a pivot, with a,.; # a,; and a,., # 0 Multiply each row of Eq. (12) by a,., except the rt"
row and s** column and then from Theorem ?? we have,

ArsQ1y 0 QpsQqj o QpsQqp

[Apsn | = 1 [%rsAr1 0 rsQps 0t GrsQrp
Qrs . - : . :

ArsQny 0 QpsQpnj " QpsQpp

Multiply by both side by a;* then we get the following result:
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ArsQq1 Ays alj ArsQyn
a?s_llAnxnl = ary aTS aT_”n
ArsQny ArsQp j ArsQnn

Then we do the elementary row operations to make each element on the st* column except the r**row gets to 0.

ArsAy1 — Ap1Qs

-1 —
a;ls |An><n| - ary
ArsQn1 — Qr1Q;s
Using Theorem 2

ArsQ11 — Ap1Qis
n—1 — 4TS .
Qrs |An><n| =a
_(arlais - arsanl)

Multiply both side by an%z fom Eq. (12) obtained,

1 ArsA11 — Ar1 Qi

|An><n| = :
_(arlais - arsanl)

n-2
Qrs

Eq. (13) can be expressed as,

11 Qs
1 Ar1  Qpg
IAnxnI an-2 :
Ts ar1 Qs
an1 Ans
a;; Qs
arj Qs
Ais  Aj(j+i)
a"'llA I _ QAys ar(j+1)
rs nxnl — | aij Apg
Ai+1)j  A@+1)s
| Qrs Aij+1)
Ai+1)s  Ai+1G5+1
(_1)r+s
Al =— =~
aTS

ArsQin — ArpQis

Ars QArn

a’TS ann arn ans

_(arnais - arsaln)

aT'S ann aTTl ans

- (arn QAis — Qps aln)

aT‘S ann arn ans

A5 Qin

aT'S aTTl

aTS arn

aTlS aTlTl
ifi<randj<s

ifi<sands<j<r

ifi=rands<j<r

ifi=randj<s

|BI

20

(12)

(13)

Algorithm 2: Theorem 2 Generalization of Chio Method

Input: 4,,, Where a;; =0
Output: the determinant of matrix A
We do Chio’s condensation method in the following steps:

1. Choose a, s # 0 and a,; # a,, as a pivot element

2. transform matrix A by reducing the dimension (n — 1) X (n — 1) matrix Bas in Eq. (9)

3. repeat the step 2 by reducing of matrix B is equal to 2 x 2.

(-1)T+s
n-2
QArs

B

Calculate |A,xy| = |B|
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Here we give an example.
Example 2. Let A be a 4 x 4 matrix as follows

0 2 3 1
13 -2 8 5
A_2131
4 5 4 -3

then we can compute the determinant of matrix A using Algorithm 2. First, we choose a;, = 1 as a pivot element then
we construct matrix B by reducing the order of the matrix as follows.

|0 2 _|2 3 _|2 1
2 1 1 3 1 1
-4 -3 -1
B= |3 —2| _|—2 8 |—2 5112 7 14 7
2 1 1 3 1 1 6 11 8
_|2 1 |1 3 |1 1| 0T B
4 5 5 4 5 -3
Then we compute the determinant of matrix A as below
(_1)3+2 —4 —3 —1
Al =7 14 7
-6 -—-11 -8

Since the order of matrix B is still 3 x 3 then we construct matrix B,,.,, by reducing the order of matrix B and we choose
b,; = 7 as a pivot element. Then we have

—4 -1 -3 -1

g =7 7| |14 7| _[—21 -7

new = | 7 7 14 711 l14 35
|—6 —8| —-11 —8|

we repeat the process to compute the determinant of A as follows.

D321 —7; _1
IAI—(—1)773_2 14 35 —;(—637)——91

We then generalize that the pivot element does not depend on a,; = 0 ora,;; # 0 as in the following Remark.

Remark 1. Let A = (a;;) be ann x n matrix for i, j € |n| then we can choose a,.; # 0 as a pivot element. Then we can
(_1)T+S
|BI.

n-2
Ars

compute |A| =

4. Conclusions

In this paper presented the generalization of Chio’s condensation method for computing the determinant of n x n
matrices where a;; = 0. Let A be an n x n matrix, the pivot can be selected from any element a,.; on the " row and
st" column and we can build an (n — 1) x (n — 1) matrix B. The determinant of matrix A can be defined by

(_1)r+s

|A|=a"—‘2| |

s
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