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ABSTRACT1 

Article History Maluku Province has large natural resources with various potentials ranging from the ocean floor to the land. 
Capture fisheries products are one of the leading sectors contributing greatly to the GRDP of Maluku Province. 
The k-Means clustering algorithm is suitable for grouping data objects with similar identities. This research aimed 
to cluster regencies/cities in Maluku Province based on capture fisheries products. The type of data in this study 
is secondary data sourced from the publication of the Central Bureau of Statistics (BPS) of Maluku Province in 
2022. The results showed 3 clusters of regencies/cities in Maluku Province based on capture fisheries products. 
Cluster 1 with sufficient capture fisheries product category is Tanimbar Islands, Buru, East Seram, West Seram, 
South Buru, Southwest Maluku, Ambon City, and Tual City. Furthermore, Cluster 2 with the category of high 
amount of capture fisheries products are Aru Islands Regency and Southeast Maluku Regency. Furthermore, 
Cluster 3, comprising very high amount of capture fisheries products, is Central Maluku Regency. 
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1. Introduction 
 

Maluku Province is one of the provinces where most of the area consists of ocean areas. It makes the Maluku 

Sea rich in natural potential that exists and is spread from the bottom of the ocean to the land. It makes the Maluku Sea 

known as the home or granary of various types of profitable consumption fish. Maluku marine fisheries resources are a 

major sector in improving community welfare and are one of the largest contributors to the GRDP of Maluku Province. 

Capture fisheries production is classified according to the type of fish, such as shrimp, mackerel tuna, skipjack, tuna, 

and others.[1]. Maluku Province has great potential for capturing fisheries due to limited or not maximized supply 

capacity but large domestic and international demand. Therefore, it is important to research the clustering of capture 

fisheries products in Maluku Province. One of the suitable techniques for clustering is by using Machine Learning 

technology. 

Machine Learning with clustering technique is very suitable to be applied to various fields, including fisheries. 

There are two techniques in machine learning: supervised learning and unsupervised learning.[2]. Supervised learning 

is a machine learning technique for polarized data.[3]. There are several methods or algorithms in supervised learning 

techniques, including Support Vector Machine (SVM), Naive Bayes, Decision Tree, K-Nearest Neighbor, and others.[4]. 

Furthermore, Unsupervised Learning is a machine learning technique for data that has not been polarized.[5]. There are 

several methods or algorithms in unsupervised learning techniques, including K-Means, Single Linkage, Complete 

Linkage, Average Linkage, K-Medoids, X-Means, and others.[6]. 

The k-Means Clustering algorithm is one of the most widely used clustering algorithms because it is simple and 

easy to interpret. This algorithm is suitable for grouping data objects with the same identity.[7]. Based on the opinion of 

[8], the K-Means Clustering algorithm works by dividing data objects into various groups or clusters based on the size 

of the data similarity so that data objects in one cluster have the highest level of similarity and data objects outside the 

cluster have the smallest level of similarity. Some research on the K-Means algorithm includes the application of the K-

Means algorithm for clustering in the social field.[9][10][11][12][13], industrial field[14] [15] and economic field[16].  

From the studies that have been done before, there has yet to be research on applying the K-Means algorithm for 

clustering capture fisheries products. Therefore, this research investigated the application of the K-Means algorithm for 

clustering Capture Fisheries Products in Maluku Province.  

 

 

2. Research Methods 

2.1 Data Source 

The data obtained in this research was sourced from the 2022 publication of the Central Bureau of 

Statistics (BPS) of Maluku Province.  

2.2 Research Variables  

The data taken regarding the indicator of capture fisheries production consists of variables of skipjack volume 

(X1), tuna volume (X2), tuna volume (X3), shrimp (X4), and others (X5). The sample units in this study consisted of 

11 (eleven) regencies/cities, namely West Southeast Maluku, Southeast Maluku, Central Maluku, East Seram, West 

Seram, Southwest Maluku, Aru Islands, South Buru, Buru, Ambon City, and Tual City.  

 

 
 

3. Results And Discussion 

3.1 Overview of Research Variables  

Before the clustering process, a general description of the research variables sourced from the Central Bureau of 

Statistics (BPS) was first described. Data was collected at the Central Bureau of Statistics of Maluku Province in 2022. 

The data described are skipjack volume data (X1), mackerel tuna volume (X2), tuna volume (X3), shrimp (X4), and 

others (X5). 
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Table 1. Descriptive Statistics 

 N Minimum Maximum Mean 

Volume of Skipjack 11 1.30 15380.80 2576.4727 

The volume of Mackarel 

Tuna 

11 408.40 27908.10 5632.3455 

Volume of Tuna 11 17.60 29228.80 4145.9545 

Shrimp 11 .00 8174.10 817.1909 

Others 11 2110.50 115239.60 36141.0455 

 

Table 1 shows that this study's sample units are 11 regencies/cities located in Maluku Province. The highest volume of 

skipjack is 15380.80, and the least is 1.30. Furthermore, the highest volume of tuna is 27908.10, and the lowest is 

27908.10. Furthermore, the highest volume of tuna is 29228.80, and the lowest is 17.60. Furthermore, the highest volume 

of shrimp was 8174.10, and the lowest was .00. Then, the highest volume of other fish was 115239.60, and the lowest 

was 2110.50.  

 
3.2 Designing the Research 

 

3.2.1 Data Standardization 

The data is standardized if there are significant unit differences among the research variables. The following are 

the results of standardizing the research variables. 

 

Table 2. Standardization Results  

Regency/City X1 X2 X3 X4 X5 

Southeast West Maluku -.40674 -.51670 -.45379 -.27000 -.64698 

Southeast Maluku -.24918 .58753 -.34836 -.33400 1.15195 

Central Maluku 1.91494 1.67086 1.94360 -.3400 1.93871 

Buru -.45692 -.57132 -.32136 -.31168 -.68503 

Aru Islands -.10824 .63725 -.39097 1.00690 1.41383 

West Seram .19699 -.09096 .03666 -.33400 -.41694 

East Seram -.40385 -.44892 -.32921 -.08722 -.51272 

Southwest Maluku -.56516 -.61174 -.47724 -.33400 -.83409 

South Buru .09086 -.60257 .19923 -.33400 -.82047 

Ambon -.42646 -.62635 -.37405 -.33400 -.45069 

Tual -.58624 -.42708 -.48448 -.33400 -.13757 

 

 

3.2.2 Outlier Detection 

 

Based on the standardized data, it can be seen in Table 1 that no values exceed ±2.5, so it is concluded that the 

data used in this study does not contain outliers. 

  

3.3 Assumption Test 

 

3.3.1 Sample Sufficiency Assumption 

 

The sample adequacy assumption test used to test the sample in the study is sufficient for use. The sample 

adequacy test was carried out by calculating the Kaiser Meyer Olkin (KMO) value. 

 

H0 : Not enough samples for analysis 

H1 : Enough samples for analysis 

 

 

Table 3. KMO and Barlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .577 

Bartlett's Test of 

Sphericity 

Approx. Chi-Square 79.87

4 

Df 10 

Sig. .000 
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From Table 3, it can be shown that the KMO MSA is 0.577> 0.50, and Barlett's Test of Sphericity (Sig.) value is 0.000 

< 0.05, so clustering can be done using the K-Means algorithm. 

 

3.3.2 Multicollinearity Assumption 

Determining the presence or absence of multicollinearity can be seen from the correlation values in the correlation 

matrix. If the correlation value is < 0.80, the independent variables do not contain cases of multicollinearity and vice 

versa. 

  

Table 4. Multicollinearity Test 

 X1 X2 X3 X4 X5 

X1 1 .701** .691** -.050 .658* 

X2 .701** 1 .758** .197 .710** 

X3 .691** .758** 1 -.142 .589 

X4 -.050 .197 -.142 1 .454 

X5 .658* .710** .589 .454 1 

 

Table 4 shows that the correlation value for all variables is <0.80, so it can be concluded that the variables used in this 

study do not have a case of multicollinearity. 

 

3.4 K-Means Cluster Analysis 

 

K-Means Cluster is part of a non-hierarchical cluster that aims to divide all existing objects into one or more 

groups based on their characteristics. It is done so that objects with similar characteristics are grouped in one group, and 

objects with different characteristics are grouped in different groups. Before iteration is performed, an initial look at the 

data clustering process. 

 

Table 5. Initial Cluster Centers 

 

Cluster 

1 2 3 

X1 93.90 1481.90 15380.80 

X2 530.30 10532.50 27908.10 

X3 79.30 1177.50 29228.80 

X4 .00 .00 .00 

X5 2110.50 83140.30 115239.60 

 

From Table 5, it can be seen the results of the temporary clustering process. Then the iteration process is carried out. 

 

Table 6. Iteration History 

Iteration 

Change in Cluster Centers 

1 2 3 

1 11291.002 6739.054 .000 

2 .000 .000 .000 

 

From Table 6, it shows that there are two iteration processes. There are some insignificant centroids in the first iteration, 

and in the second iteration, all centroids are significant.  

Table 7. Number of Cases in Each Cluster 

Cluster 1 8.000 

2 2.000 

3 1.000 

Valid 11.000 

Missing .000 

 

 

Table 7 shows that Cluster 1 consists of 8 (eight) regencies/cities, Cluster 2 consists of 2 (two) regencies/cities, and 

Cluster 3 consists of 1 regency/city. 
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Table 8. Final Cluster Centers 

 

Cluster 

1 2 3 

X1 1172.19 1791.45 15380.80 

X2 1571.00 10739.85 27908.10 

X3 1798.10 995.95 29228.80 

X4 101.88 4087.05 .00 

X5 13168.36 88482.50 115239.60 

 

 

Table 8 shows that there are 3 clusters formed for each variable. Cluster 1 shows that the most dominant variable in 

cluster 1 is other types of fish (X5), then tuna (X3). Furthermore, Cluster 2 shows that the most dominant variables are 

other types of fish (X5) and mackerel tuna (X2). Furthermore, cluster 3 shows that the most dominant variables are other 

types of fish (X5) and tuna fish (X3), and shrimp (X4) are not found in Cluster 3. 

  

Table 9. Regency/City Clusters Formed 

Regency/City     Cluster Distance 

Tanimbar Islands 1 3773.539 

Southeast Maluku 2 6739.054 

Central Maluku 3 .000 

Buru 1 5077.234 

Aru Islands 2 6739.054 

West Seram  1 7660.831 

East Seram 1 2217.543 

Southwest Maluku 1 11291.002 

South Buru 1 11439.329 

Ambon 1 4827.495 

Tual 1 17497.767 

 

 

Table 9 shows indicators of capture fisheries production in each regency/city in Maluku Province; three clusters were 

formed, which are then visualized in Figure 1 below. 

 

 
 

      Figure 1. Visualization of clustering the distribution of capture fishery products. 

 

Based on Figure 1, it can be explained that 

 

Cluster 1 consists of the regencies of Tanimbar Islands, Buru, East Seram, West Seram, 

               South Buru, Southwest Maluku, Ambon City, and Tual City. 

Cluster 2 consists of the Aru Islands and Southeast Maluku regencies. 

Cluster 3 consists of Central Maluku Regency. 

 

Furthermore, an ANOVA test was conducted to determine whether each cluster had a difference. If the Fcount> 

Ftabel value or, in other words, if the significance value (sig) < 0.05, a difference exists between the three clusters formed. 
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Table 10. ANOVA 

 
         Cluster         Error  

F 

 

Sig. Mean Square Df Mean Square Df 

X1 90479727.134 2 1499369.064 8 60.345 .000 

X2 340169330.571 2 1908125.981 8 178.274 .000 

X3 346546780.551 2 4125866.881 8 83.994 .000 

X4 83072586.365 2 4214625.805 8 43.102 .001 

X5 7978895178.044 2 86036382.115 8 92.739 .000 

 

From Table 10, it can be seen that the significance value (Sig.) for the five variables, namely skipjack volume (X1), 

mackerel tuna volume (X2), tuna volume (X3), shrimp (X4 and others (X5) < 0.05 so it can be concluded that the five 

variables have significant differences. 

 

 

4. Conclusions 

From the results and discussion, it is concluded that 3 clusters in the clusterization of capture fisheries products 

in regencies/cities in Maluku Province. Cluster 1 with sufficient capture fisheries product category is Tanimbar Islands, 

Buru, East Seram, West Seram, South Buru, Southwest Maluku, Ambon City, and Tual City. Furthermore, Cluster 2, 

comprising high amount of fishery products, is the Aru Islands Regency and Southeast Maluku. Then, Cluster 3, with 

the category of very high amount of fishery products, is Central Maluku Regency. 
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