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Abstract: Head trauma is a medical emergency that can cause brain damage and disability, leading to 

death. The discharge status of injured patients is classified into two: alive and dead. The purpose of this 

study is to apply the C4.5 algorithm without feature selection and by using Chi-Square and Mutual 

Information feature selection to show independent variables that significantly influence the discharge 

status of head injury patients. This research data is secondary data of patients who suffered head injuries 

at Dr. Abdul Aziz Hospital, Singkawang City, in 2019-2021. The independent variables used were age, 

gender, length of hospitalization, etiology of head injury, Suprasellar Cistern, and Glasscow Coma Scale, 

with the dependent variable being discharge status. Based on the study results, the Chi-Square feature 

selection results identified two variables that had a significant effect. In contrast, for the Mutual 

Information feature selection results, five variables had a significant impact on the dependent variable. The 

C4.5 Algorithm classification model without feature selection produces an accuracy of 88.57%, the C4.5 

Algorithm classification model with Chi-Square feature selection produces an accuracy of 88.57%, and the 

C4.5 Algorithm classification model with Mutual Information feature selection produces an accuracy value 

of 91.42% with the highest accuracy obtained from the results of the C4.5 Algorithm model formation with 

Mutual Information feature selection.  
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1. INTRODUCTION 

Traumatic brain injury is an emergency that can cause damage to the human brain and skull so that a 

head injury patient will experience several symptoms such as nausea, vomiting, unconsciousness, bleeding in 

the Ear, Nose, and Throat, headache, to severe cases that can cause memory loss, convulsions, and death [1]. 

Based on the results of the basic health research report (RISKESDAS) of West Kalimantan Province in 2019, 

it was found that the prevalence of head injuries in West Kalimantan Province reached 11.3%. Singkawang 

City is ranked second with the highest head injuries in West Kalimantan Province [2]. In general, head injury 

cases can occur due to falling, being hit by an object, traffic accidents, being hit, assault, and self-harm [3].  

According to the neurosurgery department, there are several variables used in assessing the medical 

record data of head injury patients, namely gender, age, etiology of head injury, length of hospitalization, and 

Glasscow Coma Scale [4]. n addition, in 2014, an emphasis on predictive values was proposed by introducing 

Suprasellar Cistern (SSC) status. Thus, the variables used in the study were age, gender, length of 

hospitalization, etiology of head injury, Suprasellar Cistern, and Glasscow Coma Scale [5]. Six independent 

variables are used to show the variables that have the most significant influence on the dependent variable. In 

head injury cases, one of the efforts that can be made to overcome head injury cases is to provide effective and 

efficient treatment measures to minimize the exit status of head injury patients with the worst conditions. The 

discharge status of head injury patients is divided into two, namely, alive and dead. The classification of head 

injury patients' discharge status can be analyzed using one of the data mining algorithms. Data mining is a data 

analysis stage that uses statistical, mathematical, artificial intelligence, and machine learning methods. The 

aim is to explore helpful information for explaining a decision [6]. Classification is one of the main functions 

of data mining. The C4.5 algorithm is an example of a classification algorithm in data mining that combines 
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data analysis and data pattern search applied to decision trees to produce results in the form of a rule that is 

used to make specified decisions[7].  

 

2. METHODOLOGY 

2.1. Research Variables 

The data used in this study are data on head injury patients at Dr. Abdul Azis Hospital, Singkawang 

City, from January 2019 - December 2021, with the inclusion and exclusion criteria of the sample set. The 

number of data samples used was 70 data, with independent variables, namely age (𝑋1), gender (𝑋2), length of 

hospitalization (𝑋3), etiology of head injury (𝑋4), Suprasellar Cistern (SSC) (𝑋5), and Glasscow Coma Scale 

(GCS) (𝑋6), as well as the dependent variable, namely discharge status (Y) which is classified into living status 

and dead status.  

2.2. Stages of Research 

This research uses two C4.5 Algorithm approaches: Algorithm C4.5 without and applying feature 

selection. The data analysis process in this study differs in the selection stage of independent variables that 

will be used in the C4.5 Algorithm decision tree formation process. Feature selection is a data mining technique 

that aims to reduce the complexity of variables in the data mining process. Feature selection is intended to 

identify variables that significantly influence the target variable to make the computational process faster and 

more efficient and have a better model interpretation [8]. In forming a decision tree without feature selection, 

all independent variables that have been previously selected are used as a whole, while in the C4.5 Algorithm 

using feature selection, each independent variable to be used is tested using the Chi-Square and Mutual 

Information methods. The Chi-Square value can be calculated using Equation (1) [9]: 

𝜒2 =  ∑ ∑
(𝑂𝑟𝑐 − 𝐸𝑟𝑐)2

𝐸𝑟𝑐

𝑘

𝑐=1

𝑘

𝑟=1
 

(1) 

where 𝑘 is the number of categories in the independent feature and dependent feature, 𝑂𝑟𝑐 is the frequency in 

the row-𝑟 and column-𝑐, 𝐸𝑟𝑐 is the expected frequency in the row-𝑟 and column-𝑐 which can be calculated 

using Equation (2).  

𝐸𝑟𝑐 =
𝑛𝑟  ×  𝑛𝑐

𝑆
 (2) 

where 𝑆 is the total number of samples used, 𝑛𝑟 is the number of samples in the row-𝑟, dan 𝑛𝑐 is the number 

of samples in the column-𝑐. In addition to using the Chi-Square method, a commonly used feature selection 

method is Mutual Information feature selection. Mutual Information value calculation can be obtained using 

Equation (3) [10]:  

𝑀𝐼 (𝑋, 𝑌) =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑋) + 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑌) − 𝐽𝑜𝑖𝑛 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑋, 𝑌) (3) 

where 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑋) is the entropy value of feature 𝑋 (independent), 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑌) is the entropy value of 

feature 𝑌 (dependent), and 𝑗𝑜𝑖𝑛 𝑒𝑛𝑡𝑟𝑜𝑝𝑦 (𝑋, 𝑌) is the join entropy value between feature 𝑋 and feature 𝑌. 

The entropy value of feature 𝑋 can be calculated using Equation (4).   

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑋) = − ∑  𝑝(𝑥) log2 𝑝(𝑥) 
𝑥∈𝑋

   (4) 

The entropy value of feature 𝑌 can be calculated using equation (5).   

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑌) = − ∑  𝑝(𝑦) log2 𝑝(𝑦)
𝑦∈𝑌

 (5) 

The join entropy value between feature 𝑋 and feature 𝑌 can be calculated using Equation (6).  

𝐽𝑜𝑖𝑛 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑋, 𝑌) = − ∑ ∑ 𝑝(𝑥, 𝑦) log2 𝑝(𝑥, 𝑦) 

𝑦∈𝑌𝑥∈𝑋

 (6) 
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with 𝑝(𝑥) is the probability of feature 𝑋, 𝑝(𝑦) is the probability of feature 𝑌, and 𝑝(𝑥, 𝑦) is the probability of 

featured 𝑋 and feature 𝑌. In the Mutual Information, if the value obtained is greater, the relationship between 

the two variables is higher [11]. The next stage is to apply the C4.5 algorithm with the aim of forming a 

decision tree structure.  

The C4.5 algorithm functions as a classification algorithm that shows a rule. The C4.5 algorithm has 

several advantages, namely handling noise data, handling discrete and continuous type variables, handling 

missing values, and producing decisions from each node by selecting the optimal branch [12]. The decision 

tree modeling stage of the C4.5 algorithm is described as follows [13]: 

a. Preparing the data to be used 

b. Calculating the entropy value, the entropy value is a measure of uncertainty in data or a difference in 

decisions about values in certain variables. The entropy value can be calculated using Equation (7).  

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) =  − ∑ 𝑃𝑗 log2 𝑃𝑗

𝑚

𝑗=1

 
 

(7) 

where 𝑆 is the sum of all samples, 𝑚 is the number of classes in the dependent variabele, dan 𝑃𝑗 is the 

proportion of data in the -𝑗 class in the data.  

c. Calculating the gain value, the gain is a level of influence or a measure of the effectiveness of a variable 

in the data classification process. To calculate the gain value can be calculated using equation (8). 

𝐺𝑎𝑖𝑛 (𝑆, 𝑋) =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) −  ∑
|𝑆𝑗|

|𝑆|

𝑘

𝑗=1

 × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑗) 

 

 (8) 

where 𝑆 is the total number of samples, 𝑋 is the independent variable, 𝑆𝑗 is the total number of samples 

for the jth category-𝑗, dan 𝑘 is the number of categories in the independent variable 𝑋. In the C4.5 

Algorithm, the highest gain value will be used to determine which variable will become the node of a 

decision tree.  

d. The next step is to calculate the splitinfo value using Equation (9) 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜 (𝑆, 𝑋𝑗) =  − ∑
|𝑆𝑗|

|𝑆|

𝑘

𝑗=1

log2

|𝑆𝑗|

|𝑆|
 

 

(9) 

where 𝑆 is the total number of samples, 𝑋 is the 𝑗 independent variable, 𝑆𝑗 is the total number of samples 

for the category-𝑗, and 𝑘 is the number of categories in the independent variable 𝑋. 

e. After calculating the splitinfo value, the next step is to calculate the gain ratio value. The gain ratio value 

can be calculated using Equation (9). 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜 (𝑆, 𝑋𝑗) =
𝐺𝑎𝑖𝑛 (𝑆, 𝑋)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜 (𝑆, 𝑋𝑗)
 (10) 

with 𝐺𝑎𝑖𝑛 (𝑆, 𝑋) is a measure of the effectiveness of the independent variable 𝑋 and 𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜 (𝑆, 𝑋𝑗) 

shows the potential information on the independent variable 𝑋 of the 𝑗 category. The highest Gain ratio 

value will be used as the root node in the decision tree, namely node 1.   

f. After obtaining node 1 as the root node, the following process is to repeat the second and third processes 

by selecting the highest gain value to determine the variable that will become the next node until all 

nodes and branches have classes.  
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The C4.5 Algorithm decision tree formation process is carried out until all nodes in each decision tree 

have been formed. The branch formation process will stop if all cases in the node have obtained the same class, 

no independent variables can be partitioned again, and no cases in the empty branch. If all decision trees have 

been formed, the next step is to measure model evaluation using a confusion matrix. The model evaluation 

measurements calculate the accuracy, sensitivity, and specificity values. The form of the confusion matrix 

table commonly used in model evaluation is shown in Table 1.  

Table 1. Confusion Matrix 

Classification 
Actual Class  

True  False   

Predicted: True True Positive (TP) False Negative (FP) 

Predicted: False False Positive (FN) True Negative (TN) 

Calculation of accuracy, specificity, and sensitivity values can be calculated using the following equation [14]: 

a. Accuracy is used to calculate the level of classification accuracy of a resulting model. The accuracy 

value can be calculated using Equation (10).  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 × 100% (11) 

Accuracy values can be classified into five groups, namely:  

Table 2. Classified Value Accuracy 

Value Classification 

90,01% - 100% Very Good 

80,01% - 90,00% Good 

70,01% - 80,00% Fair 

60,01% - 70,00% Bad 

≤ 60,00% Failed 

Source: [15] 

b. Sensitivity is intended to calculate the ability of a model to find related information. The sensitivity 

value can be obtained using Equation (12).  

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% (12) 

c. Specificity shows how many percent of positive category data is correctly classified. The specificity 

value can be obtained using Equation (13). 

𝑆𝑝𝑒𝑐𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 × 100% (13) 

 

3. RESULTS AND DISCUSSION 

3.1. Descriptive Statistical Analysis 

A descriptive statistical analysis technique is a statistical analysis that provides an overview of the data 

being analyzed. Information regarding descriptive statistical analysis can be found in Table 3. Based on Table 

3, it is known that head injury cases mainly occur in male patients; the cause of head injury generally occurs 

in cases of traffic accidents. This is caused by a lack of vigilance in driving, which can cause accidents. The 

results of descriptive statistics state that head injury cases occur mostly in patients in their late teens aged 17 

years to 25 years, with the highest length of hospitalization being ≤ 9 days. Of the 70 patients with head injuries, 

there were 32 patients with a mild level of Glasscow Coma Scale. This shows that head injury patients are 

declared capable of providing eye, motor, and verbal responses with normal SSC conditions in as many as 52 
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patients, which shows that the prediction of death exit status still tends to be minimal from the overall sample 

results used.  

Table 3. Descriptive Statistical Analysis  

No. Variable Category Amount Percentage 

1 Exit Status 
1. Live 54 77.14% 

2. Deceased 16 22.86% 

2 Age 1. Toddlers 43 61.43% 

3 Gender 1. Male 43 61.43% 

4 Length of Hospitalization 1. ≤ 9 Day’s 55 78.57% 

5 Etiology of Head Injury 1. Traffic Accident 63 90.00% 

6 Suprasellar Cistern (SSC) 1. 0 52 74.29% 

7 Glasscow Coma Scale (GCS) 1. Lightweight 32 45.71% 

3.2. Chi-Square Feature Selection Method 

Chi Square feature selection is a filter feature selection method used to measure the distribution value 

of variables that can affect or not at all affect the value of the dependent variable used. The Chi Square feature 

selection calculation is performed using Equation (1) presented in Table 4. After calculating the Chi Square 

value, the next step is to determine the decision making that will be used in the Chi Square test. This decision 

is determined by comparing 𝜒𝑡𝑎𝑏𝑙𝑒
2  and 𝜒𝑐𝑜𝑢𝑛𝑡

2  which has been obtained. The determination of this decision is 

adjusted to the value of the previously determined significance level. In addition, determining of the degree of 

freedom value is also one of the references in calculating the results of the decision to be taken at the final 

stage in determining the table value that will be used later. In the comparison of values 𝜒𝑡𝑎𝑏𝑙𝑒
2  and 𝜒𝑐𝑜𝑢𝑛𝑡

2 , if 

the result  𝜒𝑐𝑜𝑢𝑛𝑡
2  > 𝜒𝑡𝑎𝑏𝑙𝑒

2  then the hypothesis 𝐻0 is rejected. The hypotheses used are: 

𝐻0 : There is no significant relationship between the independent variable and the dependent variable. 

𝐻1: There is a significant relationship between the independent variable and the dependent variable. 

The results of calculating the Chi-Square table value and Chi-Square count for all independent variables are 

listed in Table 4.  

Table 4. Comparison Table 𝝌𝒄𝒐𝒖𝒏𝒕
𝟐  > 𝝌𝒕𝒂𝒃𝒍𝒆

𝟐  

Variable 𝝌𝒄𝒐𝒖𝒏𝒕
𝟐  Degree of Freedom 𝝌𝒕𝒂𝒃𝒍𝒆

𝟐   Decision 

Variable 𝑋1 to 𝑌 13.24 𝑑𝑓 ∶ (9 − 1)(2 − 1) = 8  15.50 Fail to Reject  𝐻0  

Variable 𝑋2 to 𝑌 0.01 𝑑𝑓 ∶ (2 − 1)(2 − 1) = 1 3.84 Fail to Reject 𝐻0  

Variable 𝑋3 to 𝑌 0.98 𝑑𝑓 ∶ (2 − 1)(2 − 1) = 1 3.84 Fail to Reject 𝐻0 

Variable 𝑋4 to 𝑌 2.30 𝑑𝑓 ∶ (3 − 1)(2 − 1) = 2 5.99 Fail to Reject 𝐻0 

Variable 𝑋5 to 𝑌 27.82 𝑑𝑓 ∶ (3 − 1)(2 − 1) = 2 5.99 Reject 𝐻0  

Variable 𝑋6 to 𝑌 22.62 𝑑𝑓 ∶ (3 − 1)(2 − 1) = 2 5.99 Reject 𝐻0  

Based on the data in Table 4, four variables have the decision to fail to reject 𝐻0, so that the four variables 

are declared not to have a significant effect on the dependent variable. In comparison, the two rejected 

independent variables are declared to significantly impact the dependent variable 𝐻0, which means that both 

variables significantly influence the dependent variable, namely the Suprasellar Cistern and Glasscow Coma 

Scale variables. 

3.3. Mutual Information Feature Selection Method  

Mutual Information feature selection is a computationally efficient feature selection stage using a simple 

formula, which aims to show the relationship or attachment of each independent variable to the dependent 



 

Putri, et al. | Application of C4.5 Algorithm with Feature Selection ... 

 

 

170  
 
 

variable. Mutual Information value calculation can be done using Equation (2). The results of the Mutual 

Information value calculation for each independent variable used are presented below: 

Table 5. Result Table Mutual Information 

Variable 𝑴𝑰 (𝑿, 𝒀) 

Suprasselar Cistern 0.28 

Glassgow Coma Scale 0.18 

Age 0.13 

Etiology of Head Injury 0.04 

Length of Hospitalization 0.01 

Gender 0 

Based on the Mutual Information feature selection rule, if the feature selection value obtained is greater, 

the relationship between the independent variable and the dependent variable is stronger. Based on Table 5, it 

can be stated that five independent variables have a significant influence, namely the variables of age, etiology 

of head injury, length of hospitalization, Suprasellar Cistern and Glasscow Coma Scale, while the gender 

variable is stated to have no significant relationship with the dependent variable because it has a Mutual 

Information feature selection value of 0.  

3.4. C4.5 Algorithm with Feature Selection 

The formation of the decision tree in the C4.5 feature selection algorithm shows some differences at the 

variable selection stage. The C4.5 algorithm with feature selection is analyzed using several variables that are 

stated to have a relationship with the dependent variable. The following are the stages of forming the C4.5 

Algorithm Decision tree with feature selection, namely as follows: 

a. Prepare the data to be used, namely head injury patient data with a total sample size of 70 samples.  

b. Calculating the total entropy value using Equation (6).  

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑡𝑜𝑡𝑎𝑙) = 0.77 

c. Calculate the gain value using Equation (7). The following is an example of calculating the gain value 

for the gender variable. 

𝐺𝑎𝑖𝑛 (𝑇𝑜𝑡𝑎𝑙, 𝐽𝐾) = 0.00 

d. After calculating the gain value, the next step is to calculate the splitinfo value which can be calculated 

using Equation (8). An example of calculating the splitinfo value of the gender variable is presented as 

follows:  

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑇𝑜𝑡𝑎𝑙, 𝐽𝐾)  = 0.96 

e. The next step is to calculate the Gain ratio value. The Gain ratio value can be calculated using Equation 

(9). An example of calculating the Gain ratio value for the gender variable is given:  

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜(𝑇𝑜𝑡𝑎𝑙, 𝐽𝐾) = 0.00 

The calculation of entropy, Gain, splitinfo, and Gain ratio values is also carried out on all independent 

variables used in the study, namely variables The results of the formation of a decision tree with Mutual 

Information feature selection are shown in Figure 1.  



 

Volume 6 Issue 2 | October 2024 

                                                        

 

 

 171 
 
 

 

Figure 1. C4.5 Algorithm Decision Tree with Mutual Information feature selection 

Based on the decision tree presented in Figure 1, the results of the formation of decisions in the form of rules 

(rules) are 29 rules consisting of 4 rules for the exit status of death and 25 rules for the exit status of life.  

3.5. Model Evaluation with Confusion Matrix 

A confusion matrix is an evaluation or testing method used to evaluate the results of a model that has 

been formed. Confusion matrix as a test will produce accuracy, sensitivity, and specificity values [14]. he 

results of creating a confusion matrix on the C4.5 Algorithm decision tree model without feature selection are 

presented in Table 6. The results of forming a confusion matrix on the C4.5 Algorithm decision tree model 

using the Chi-Square feature selection are presented in Table 7, and the results of forming a confusion matrix 

on the C4.5 Algorithm decision tree model using the Mutual Information feature selection are presented in 

Table 8. 

Table 6. Confusion Matrix Table Model Without Feature Selection  

Classification Actual Life Actual Death 

Life Prediction  51 5 

Prediction of Death 3 11 

Table 7. Chi Square Feature Selection Model Confusion Matrix Table 

Classification Actual Life Actual Death 

Life Prediction  52 6 

Prediction of Death 2 10 

Table 8. Confusion Matrix Table Mutual Information Feature Selection Model 

Classification Actual Life Actual Death 

Life Prediction  52 4 

Prediction of Death 2 12 

The results of the formation of the confusion matrix in Table 6, Table 7, and Table 8 can be calculated accuracy 

value using Equation (11), sensitivity value using Equation (12), and specificity value using Equation (13). 

The results of model evaluation using the confusion matrix on the formation of the three resulting models are 

presented in Table 9.  

Table 9. Result Table Confusion Matrix 

Model Accuracy Sensitivity Specificity 

C4.5 Algorithm Without Feature Selection 88.57% 94.44% 68.75% 

C4.5 Algorithm with Chi Square Feature Selection 88.57% 96.29% 62.50% 

C4.5 Algorithm with Mutual Information Feature Selection 91.42% 96.29% 75.00% 
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Based on Table 9, it can be stated that of the three models formed, the highest accuracy value is obtained for 

the C4.5 Algorithm model with Mutual Information feature selection obtained an accuracy of 91.42%, a 

sensitivity value of 96.29%, and a specificity value of 75%.  

 

4. CONCLUSION 

Based on the results and discussions that have been carried out in this study, it can be concluded that the 

Chi-Square feature selection obtained two independent variables that have a significant effect on the discharge 

status of head injury patients, namely the Suprasellar Cistern and Glasscow Coma Scale variables while for 

the Mutual Information feature selection results obtained five independent variables that have a significant 

effect, namely the age variable, head injury etiology, length of hospitalization, Suprasellar Cistern, and 

Glasscow Coma Scale. The model evaluation results using the Confusion Matrix show that the highest 

accuracy value of 91.42% is obtained among the three models formed, resulting from creating the C4.5 

Algorithm classification model with Mutual Information feature selection.  
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