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Abstract: The zero-hunger program is one of the primary goals of the SDGs, especially in large countries 

like Indonesia, where hunger remains a serious issue. The agricultural sector plays a crucial role in 

addressing this problem. However, the effectiveness of this sector is highly dependent on climate changes, 

such as temperature. Therefore, this research aims to develop a daily temperature prediction model in 

Gresik Regency using the LSTM method with an autoregressive approach. This model is expected to assist 

farmers in optimizing planting and harvesting times. The autoregressive approach is applied by analyzing 

the ACF and PACF plots to determine the lags used as lookback parameters. The research results show 

that the LSTM model with five lookbacks and 150 epoch parameters provides the best outcomes, with an 

RMSE value of 0.50, MAE of 0.39, R2 of 0.69, and MAPE of 0.01. 
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1. INTRODUCTION 

The United Nations (UN) introduced the Sustainable Development Goals (SDGs) in 2015, succeeding the 

Millennium Development Goals (MDGs) [1]. The SDGs aim to enhance human well-being across various 

dimensions, encompassing social, economic, and environmental aspects. Despite its global design, SDGs' 

implementation demands active participation from every stakeholder at both national and regional levels [2]. One 

primary focus of the SDGs is the zero hunger program, which poses a significant challenge in various nations 

worldwide, including Indonesia [3]. 

Gresik Regency, situated in East Java, heavily relies on the agricultural sector as a primary source of income. 

According to data from the Central Bureau of Statistics of East Java, in 2018, 11,203 residents of Gresik Regency 

were engaged in farming. However, climate change is one of the sector's most substantial challenges. One aspect 

of climate change is temperature fluctuation, which has the potential to disrupt agricultural productivity. Its 

impacts extend beyond yield reduction but also affect food security and farmers' welfare [4], [5], [6]. 

Amidst these challenges, technology emerges as a pivotal solution, with prominent applications including 

adopting deep learning, a subfield of machine learning. Deep learning has demonstrated their understanding of 

complex data patterns, which can help facilitate informed decision-making [7]. One such method within deep 

learning is Long Short-Term Memory (LSTM), which has proven effective in time series data prediction in 

previous studies. For instance, Bandung temperature prediction achieved low error rates with the lowest MAPE of 

3.84% for maximum temperature and 5.61% for minimum temperature at epoch 10 [8]. Another case is rainfall 

intensity prediction in Malang Regency, which results in RMSE of 0.98162 and MAE of 0.68847; the consecutive 

smallest values indicate a high prediction quality [9]. LSTM is a variant of the Recurrent Neural Network (RNN) 

model that excels in retaining and recalling long-term information, making it commonly used for weather 

prediction [10]. LSTM model performance analysis evaluates metrics, including RMSE, MAE, R2, and MAPE. 

Lower RMSE, MAE, and MAPE values indicate superior prediction quality, while an R2 value closer to 1 signifies 

higher fit accuracy [7]. The autoregressive approach is used as the framework in LSTM model development, 

wherein autoregressive (AR) assumes that present-period data is influenced by previous-period data [11]. 
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Hence, this study is conducted to develop a prediction model employing Long-Short-Term Memory (LSTM) 

with an autoregressive approach. Its goal is to assist farmers in the Gresik Regency in making decisions regarding 

planting and harvesting, thereby enhancing crop yields, food security, and economic losses for farmers. 

 

2. METHODOLOGY 

This research adopts a predictive-quantitative approach using Python and Jupyter tools. Research stages 

include data collection, pre-processing, exploration and autoregressive modeling, LSTM model development, and 

model evaluation, as depicted in Figure 1. 

 

Figure 1. Research Stages 

2.1. Data Collection 

The first step is data collection, accessible through the website https://cds.climate.copernicus.eu/. Data is 

downloaded in NetCDF format according to the specifications shown in Table 1. 

Table 1. Data Download Specifications 

Variable Data Type 

Variable 2m temperature 

Temperature and pressure 2m temperature 

Year 2015, 2016, 2017, 2018, 2019, 2020, 2021, 

2022, 2023 

Month January, February, March, April, May, 

June, July, August, September, October, 

November, December 

Day All Day 

Time All Time 

Geographical Area West 112° 

East 113° 

North -7° 

South -8° 

The downloaded data consists of hourly temperature data in Gresik Regency in Kelvin. The total data obtained 

from the download is 78,888, with the number of data per year shown in Table 2. 

Table 2. Annual Total Data 

Year Total 

2015 8760 

2016 8784 

2017 8760 

2018 8760 

2019 8760 

2020 8784 

2021 8760 

2022 8760 

2023 8760 

 

 

https://cds.climate.copernicus.eu/
https://cds.climate.copernicus.eu/
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2.2. Data Pre-processing 

The first step in the pre-processing stage is to convert the data format from NetCDF per hour to daily CSV 

for each year. The second step is to convert the data from Kelvin units to Celsius using the formula data (°K) – 

278.5. Then, merge all annual data formatted into CSV and adjust the units to Celsius into one CSV file, so the 

total data now amounts to 3278. Daily temperature data with Celsius units can be seen in Table 3. 

Table 3. Daily Temperature Data in Gresik Regency 

Date Temperature 

2015-01-01 25.747131 

2015-01-02 24.670347 

2015-01-03 25.378538 

… … 

2023-12-29 27.860222 

2023-12-30 27.489792 

2023-12-31 27.548430 

The next step is normalization to reduce errors using MinMaxScaler, where actual data is converted to interval 

values [0, 1]. The equation used to normalize data is as follows [9]. 

𝑥′ =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥𝑥𝑚𝑖𝑛
 (1) 

Next, the data is separated into two parts: training data and testing data, with 80% for training data and 20% for 

testing data. From a total of 3278 data, 2629 data were separated into training and 658 for testing. 

2.3. Data Exploration and Autoregressive Modeling 

Data exploration is conducted in this stage by analyzing descriptive statistics, including finding the 

minimum, maximum, mean, median, and standard deviation values to understand the data characteristics. Next, 

autoregressive modeling is performed by identifying data stationarity; this process includes determining 

stationarity in mean and variance using time series, autocorrelation function (ACF), and partial autocorrelation 

function (PACF) plots. A differencing process is applied if the data does not show stationarity. After that, the ACF 

and PACF plots of stationary data are analyzed to determine the lag, which will be a crucial parameter in the 

LSTM model. The chosen lag is used as the look-back parameter in the LSTM model. The general form of the 

autoregressive (AR) model is shown in Equation 2 [12]. 

𝑥𝑡 = 𝜑1𝑥𝑡−1 + 𝑘 + 𝜑𝑝𝑥𝑡−𝑝 + 𝑒𝑡 (2) 

.The look-back parameter determines the number of previous time steps used as input features to predict the 

next time step. For example, suppose the look-back is set to 3. In that case, each sample in the temperature dataset 

will use temperature data from the previous three days to predict the current temperature, as shown in Equation 3. 

𝑥𝑡 = 𝜑1𝑥𝑡−1 + 𝜑2𝑥𝑡−2 + 𝜑3𝑥𝑡−3 + 𝑒𝑡 (3) 

2.4. LSTM Model 

In developing the LSTM model for processing temperature data, it is essential to determine the appropriate 

parameters to generate accurate modeling, such as setting the number of hidden layers or appropriate 

hyperparameters [13]. In this study, researchers employ several schemes with epoch parameters, as listed in Table 

4. 

Table 4. Parameter for LSTM Model 

Parameter Value 

Model Sequential 

Hidden Layer 4 

Dense Layer 1 

Optimizer Adam 
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Parameter Value 

Loss Function MSE 

Batch Size 1 

Epoch 50, 100, 150 

The study uses 50, 100, and 150 epoch values to train the LSTM model with daily temperature data. It aims to 

observe how changes in the number of epochs affect the model's performance in predicting daily temperature data. 

2.5. Model Evaluation 

The final stage involves model evaluation using RMSE, MAE, R2, and MAPE. The equations used to 

calculate the evaluation metrics are shown below. 

1) Root Mean Squared Error (RMSE) [14]: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑

𝑛

𝑡=1

(𝑥𝑡̂ − 𝑥𝑡)2 (4) 

2) Mean Absolute Error (MAE) [9]: 

𝑀𝐴𝐸 =
1

𝑛
∑

𝑛

𝑡=1

|𝑥𝑡̂ − 𝑥𝑡| (5) 

3) Coefficient of Determination (R2) [15]: 

𝑅2 = 1 −
∑𝑛

𝑡=1 (𝑥𝑡 − 𝑥𝑡̂)2

∑𝑛
𝑡=1 (𝑥𝑡 − 𝑥)

2  (6) 

 

4) Mean Absolute Percentage Error (MAPE) [8]: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑

𝑛

𝑡=1

|
𝑥𝑡 − 𝑥𝑡̂

𝑥𝑡
| 100%  (7) 

 

 

3. RESULTS AND DISCUSSION 

3.1. Data Exploration and Autoregressive Modeling 

The daily temperature data for Gresik Regency indicate minimal variability, with a standard deviation 

significantly lower than the range between the minimum and maximum values, which is 6.2°C, as shown in Table 

5. 

Table 5. Descriptive Statistic 

Criteria Value 

Minimum 23.18 

Maximum 29.38 

Mean 26.24 

Median 26.22 

Standard Deviation 0.88 

 



 

Volume 6 Issue 2 | October 2024 

                                                        

 

 179 
 

To determine whether the daily temperature data is stationary in both mean and variance, a time series plot 

and analysis of ACF and PACF plots were utilized. The time series plot used to observe the daily temperature 

patterns in Gresik Regency is shown in Figure 2. 

 
Figure 2. Time Series Plot for Gresik Regency 

The time series plot in Figure 2 reveals that the daily temperatures in Gresik Regency generally do not 

consistently hover around the mean value of 26.24°C, indicating non-stationarity in the mean. Furthermore, the 

variance of 0.88 is insufficient to confirm stationarity in variance. 

 

Figure 3. Non-Stationary ACF Plot 

Figure 3 shows that the daily temperature data for Gresik Regency is non-stationary, characterized by a slow 

decay in the ACF plot lags. Therefore, differencing is required to achieve stationarity. The ACF and PACF plots 

after differencing are shown in Figure 4.  

Then, Figure 4 shows that the ACF and PACF plots decline rapidly, with several lags extending beyond the 

confidence bounds (peaks). The PACF plot indicates that correlations between past and current values are 

significant up to lag 5, as the lines extending beyond the threshold indicate strong correlations. The correlation 

results suggest that the values from five previous time points provide crucial information for predicting future 

values. Beyond lag 5, the correlation diminishes and no longer exceeds the reference threshold, signifying that 

additional information from subsequent time points is unnecessary. Thus, lags 1 to 5 are selected as the look-back 

parameters for the LSTM model. 
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Figure 4. ACF and PACF Plots After Differencing 

3.2. LSTM and Model Evaluation 

This study employs the LSTM model to predict daily temperatures in the Gresik Regency and initializes the 

basic parameters used to train the model, which is explained in detail in Table 4. Testing was conducted using 

combinations of look-back parameters and epochs to evaluate model performance, with the results summarized in 

Table 6. 

Table 6. Scenario Testing Results 

Data Look Back Epoch RMSE MAE R2 MAPE 

Train 

1 

50 
0.55 0.44 0.60 0.02 

Test 0.53 0.43 0.64 0.02 

Train 
100 

0.52 0.41 0.64 0.02 
*Test 0.51 0.40 0.68 0.02 

Train 
150 

0.52 0.40 0.64 0.02 

Test 0.51 0.40 0.67 0.02 

Train 

2 

50 
0.53 0.40 0.64 0.02 

Test 0.52 0.40 0.66 0.02 

Train 
100 

0.52 0.40 0.64 0.02 
*Test 0.51 0.40 0.67 0.02 

Train 
150 

0.52 0.40 0.65 0.02 

Test 0.51 0.40 0.67 0.02 

Train 

3 

50 
0.51 0.40 0.66 0.02 

*Test 0.50 0.39 0.68 0.02 

Train 
100 

0.52 0.40 0.65 0.02 

Test 0.51 0.40 0.68 0.02 

Train 
150 

0.52 0.40 0.66 0.02 

Test 0.51 0.40 0.68 0.02 

Train 

4 

50 
0.51 0.40 0.66 0.02 

*Test 0.50 0.40 0.68 0.02 

Train 
100 

0.51 0.40 0.66 0.02 

Test 0.51 0.40 0.68 0.02 
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Data Look Back Epoch RMSE MAE R2 MAPE 

Train 
150 

0.51 0.39 0.66 0.02 

Test 0.51 0.39 0.68 0.02 

Train 

5 

50 
0.52 0.41 0.65 0.02 

Test 0.51 0.40 0.68 0.02 

Train 
100 

0.51 0.40 0.66 0.02 

Test 0.50 0.39 0.68 0.02 

Train 
150 

0.51 0.39 0.67 0.01 

*Test 0.50 0.39 0.69 0,01 
(*) indicates the best model for each look-back and epoch combination. 

The testing results provide insights into the LSTM model's performance in predicting daily temperatures in 

the Gresik Regency. Based on the test conducted on the LSTM model with look-back and epochs parameters, it 

was found that the optimal model for RMSE was achieved by employing a look-back of 3, meaning the model 

sequentially considers temperatures from one, two, and three days before predicting the current day's temperature 

and epoch of 50 resulting in an RMSE value of 0.50. For MAE, the best model was also achieved by employing 

look-back 3 and epoch 50, resulting in an MAE of 0.39. On R2, the best model was obtained with a look-back of 

5 and epoch 150, resulting in an R2 of 0.69. This indicates that using the data from one to five days prior could 

explain 69% of the variability in prediction, with the remaining 31% potentially attributable to other factors not 

included in the model, such as weather conditions or environmental influences. The best MAPE was also achieved 

by using a look-back of 5 and epoch 150, with a value of 0.01. This low MAPE indicates that the model has a 

minimal percentage of error in daily temperature predictions. These findings can serve as a recommendation for 

future research to consider additional variables to enhance model accuracy further. 

 

4. CONCLUSION 

The study results indicate that the daily temperature in Gresik Regency exhibits limited variation, with a 

low standard deviation, signifying limited diversity. The LSTM model proved effective in predicting daily 

temperatures, with the best testing results found using a combination of five look-back and epoch 150, with 

evaluation metrics for RMSE of 0.50, MAE of 0.39, R² of 0.69, and MAPE of 0.01. Based on these findings, the 

LSTM model shows potential as an effective tool for future temperature prediction. 
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