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Abstract: Incomplete precipitation data poses major challenges in accurate precipitation predictions, 

hindering the effectiveness of water resource management and disaster risk mitigation efforts in North 

Sulawesi, Indonesia. This research aims to develop a precipitation prediction model using Support Vector 

Regression (SVR) to handle missing data. The precipitation data used comes from BMKG and ERA5 

stations. The results show that using the RBF kernel with parameters ∁ = 1000, ɛ = 0.1, γ = 100 produces 

the best predictions, except Dtatiun Meteorologi Naha with γ = 1000. The best model is shown in the model 

evaluation RMSE of 0.099, MAE of 0.099, and R² of 0.999. The ability of SVR to capture precipitation 

trends is shown in the model evaluation results. The best model obtained is used for the missing data 

imputation process. 
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1. INTRODUCTION 

Indonesia is an archipelago that offers a wide range of geographical and climatic diversity. This condition 

makes understanding precipitation very important, especially in the context of agriculture as the main livelihood 

of most of the population, which can affect agricultural productivity and crop yields [1]. In 2022, North Sulawesi 

province had 256 rainy days, making it Indonesia's most rain-intensive region [2]. However, it was found that 

daily precipitation data sourced from the Meteorology, Climatology, and Geophysics Agency (BMKG) still needs 

to be made available. The large number of missing precipitation data values significantly worsens the prediction 

accuracy [3]. Therefore, this research is focused on North Sulawesi province to explore precipitation and gain 

further understanding of the potential for climate change in the region and to overcome the problem of missing 

data by imputation. 

North Sulawesi Province is in the northern part of Sulawesi Island, bordering the Philippines to the north, 

and the provincial government center is Manado City. The geographical location of North Sulawesi is between 

0°N 3°N and 123°BT-126°BT, which makes it one of the regions north of the equator [4]. The province is an 

agricultural region that relies on the agricultural sector as the main pillar of livelihood and development; this sector 

covers various subsectors, including food crop production, horticulture, fisheries, livestock, and forestry [5]. 

Machine Learning is a form of artificial intelligence that allows software applications to improve predictive 

accuracy without complex programming. The role of Machine Learning includes the ability to collect data using 

algorithms that take historical data as input to predict new output values [6]. Support Vector Regression (SVR) is 

a high-dimensional non-linear mapping machine learning method that can be adapted to a small number of data 

sets [7]. SVR has high flexibility and accuracy, which is useful in prediction and data imputation [8]. This method 

can handle non-linear relationships between variables by fluctuating and non-linear precipitation data 

characteristics. In addition, its ability to handle incomplete data makes SVR an appropriate choice in the context 

of this study. Thus, this study uses a quantitative approach, namely the Support Vector Regression (SVR) model, 

to impute precipitation data. It is hoped that this research will provide a deeper understanding of precipitation in 

North Sulawesi province and simultaneously be the first step in improving the quality of climate data in the North 

Sulawesi province area. 

https://ojs3.unpatti.ac.id/index.php/variance/
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2. METHODOLOGY 

2.1. Data sources 

The secondary data used in this study are BMKG station data and ERAS data. BMKG station data is 

obtained from online publications by the Badan Meteorologi, Klimatologi, dan Geofisika (BMKG) through the 

website https://dataonline.bmkg.go.id. This website is a data service platform for the public [9]. While the ERAS 

data used in this study is the result of global modeling from the Copernicus Climate Change Service (C3S) ERA5 

earth observation service, the data can be downloaded on the page https://cds.climate.copernicus.eu [10]. With 

precipitation data (RR) from January 1, 2020, to December 31, 2023, the research location is North Sulawesi 

Province, with four observation stations with precipitation data. 

Table 1. Observation Stations’ Names 

No. Station Observation Regency / City 
Location 

Latitude Longitude 

1 Stasiun Geofisika Manado Manado City 1.44340 124.83890 

2 Stasiun Meteorologi Maritim Bitung Bitung City 1.44310 125.17970 

3 Stasiun Meteorologi Naha Sangihe Islands 3.68594 125.52881 

4 Stasiun Klimatologi Sulawesi Utara North Minahasa 1.54585 124.92330 

2.2. Research variables 

The research variables are divided into response variables and predictor variables. The response variable in 

this study is BMKG’s precipitation data, which is the focus of observation during the research period from January 

1, 2020, to December 31, 2023. Precipitation measurements were carried out at four stations spread across North 

Sulawesi Province. These stations act as observation points to record precipitation data, which will then become 

the response variable in the analysis. The predictor variable in this study is the output of ERA5, which provides 

global modeling data related to various climate parameters, including precipitation. ERA5 data is a predictor 

variable that helps to understand and forecast precipitation patterns in North Sulawesi Province.  

 
Figure 1. Determination of Grid Selection at Each Observation Location 

The ERA5 variable used is the precipitation of the grids around the response variable point. The grid naming 

system can be seen in Figure 1. The blue dot (X1) is the grid at the observation location point. 

 

2.3. Systematic Problem Solving 

 
Figure 2. Research Stages 
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1. Data pre-processing 

Data pre-processing was carried out to process ERA5 precipitation data from Copernicus and BMKG 

sources. This process includes extracting ERA5 data from Copernicus in netCDF format to CSV format and 

merging BMKG data from January 2020 to December 2023 with data from ERA5. BMKG data as response 

variable (Y) and ERA5 data as a predictor variable (X1, X2, X3, X4, X5). The next step is to separate the data, 

where the data is available for modeling, while the unavailable data is for use with the best model. 

Table 2. Data Structures 
Date Z X1 X2 … Xn 

January 1, 2020 …………. …………. …………. …………. …………. 

January 2, 2020 …………. …………. …………. …………. …………. 

⋮ …………. …………. …………. …………. …………. 

December 31, 2023 …………. …………. …………. …………. …………. 

The data structure was organized per observation station and variable. As part of the data preparation, ERA5 

precipitation units were changed from m to mm to align with BMKG data. 

2. Modeling using SVR 

The second step is modeling using Support Vector Repression (SVR), which is performed using the Python 

programming language and libraries that support SVR implementation. The data is divided into training data 

(75.25%) and testing data (24.75%). Modeling started from January 1, 2020, to January 1, 2023, for turning data 

and continued with model testing using data from January 2, 2023, to December 31, 2023. The following is the 

formula for the non-linear SVR function used to predict precipitation values from the combined BMKG and ERAS 

datasets [11]. 

𝑓 (𝑥) =  𝑤 𝑇 𝜑(𝑥) +  𝑏 (1) 

Then, the equation for the structural minimization principle in SVR is used, aiming to find the weight vector 

w and bias & that produces a model with minimal prediction error [11]. 

𝑚𝑖𝑛
1

2
 ‖𝑤‖2 +  𝐶 ∑ ∑ (𝜀𝑘  +  𝜀𝑘

∗ )𝑛
𝑖=1       (2) 

The Radial Basis Function (RBF) kernel function is used to measure the similarity between 2 input vectors. 

This function produces higher values when the two input vectors are closer to each other in feature space [12]. 

(−z‖x −  x ′‖ 2) (3) 

3. Model evaluation 

Model evaluation is the third step, where model performance is measured using the Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), and R-squared (R²) criteria. The evaluation results are used to select the 

best model, which is then used to make predictions. 

1) Root Mean Squared Error (RMSE) [13]: 

RMSE = √
1

n
∑ (xt − x̂t)2

n

t=1
  (4) 

2) Mean Absolute Error (MAE) [14]: 

MAE =
1

n
∑|xt̂ − x|

n

t=1

   (5) 
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3) Coefficient of Determination (R2) [15]: 

R2 = 1 −
∑ (x̂t − xt)2n

t=1

∑ (x̂ − x̅)2n
t=1

 (6) 

Information: 

𝑛 = Number of samples or data 

x = Actual value of x 

𝑥 = Predicted value of x 

4. Data Imputation 

Support Vector Regression (SVR) is utilized in the data imputation process to fill in missing values and 

ensure dataset completeness. SVR was selected for its robust capability of predicting missing data points by 

identifying intricate patterns within the dataset. This methodological choice aims to preserve dataset integrity by 

minimizing information loss and facilitating accurate and reliable subsequent analyses. SVR's effectiveness in 

handling non-linear relationships between variables enables precise estimation of missing values, contributing to 

the overall validity and interpretability of research findings. 

 

3. RESULTS AND DISCUSSION 

3.1. Precipitation Modeling 

Precipitation modeling is carried out by analysis at each observation station, which requires a special 

analysis approach to obtain accurate results. Researchers define 5 X variables in the ERA5 data with points located 

around the latitude and longitude of the observation station. The data was then analyzed using the Support Vector 

Regression (SVR) model with an RBF kernel consisting of variables (X1, X2, X3, X4, X5). The evaluation was 

carried out using three criteria, namely Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and R-

squared (R²). The best parameters will be selected based on the smallest value for RMSE, MAE, and the largest 

value for R². 

3.1.1. Stasiun Geofisika Manado 

 Data collection at the Stasiun Geofisika Manado has a latitude point of 1.443 and a longitude point of 

124.839. The calculation results on training and testing data can be seen in Table 3. 

Table 3. Model Evaluation Calculation Results of Stasiun Geofisika Manado 

Kernel Parameter 
Training Data Criteria Testing Data Criteria 

RMSE MAE R² RMSE MAE R² 

RBF 

∁ = 1000, ɛ = 0.1, γ = 100 0.099 0.099 0.999 9.636 7.306 -0.013 

∁ = 10, ɛ = 0.9, γ = 1000 10.491 3.446 0.417 9.538 6.353 0.007 

∁ = 100, ɛ = 0.1, γ = 1000 1.039 0.133 0.994 9.640 7.423 -0.014 

 From the results of calculation results, the smallest error value in the RBF kernel precipitation data for the 

training data criteria is owned by the X1 – X5 model with parameters ∁ = 1000, ɛ = 0.1, γ = 100, which produces 

an RMSE value of 0.099, MAE of 0.099, and the highest error value for the training data for R² is 0.999. The X1 

owns the smallest error value in the testing data – X5 with parameters ∁ = 10, ɛ = 0.9, γ = 1000, which produces 

an RMSE value of 9.538, MAE of 6.353, and the highest error value of testing data for R² is 0.007. Based on the 

model evaluation results in Table 3, it can be concluded that the best RBF Support Vector Regression (SVR) kernel 

parameters for precipitation prediction are parameters ∁ = 1000, ɛ = 0.1, γ = 100. 
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Figure 3. Training Data Graph of Stasiun Geofisika Manado 

 Figure 3 displays a training data graph consisting of actual precipitation data (blue line) from the Stasiun 

Geofisika Manado and prediction results (orange line) using the Support Vector Regression (SVR) model. The 

prediction lines tend to follow the actual data pattern, demonstrating the ability of the SVR model to capture 

precipitation trends. However, several points do not match. For example, on December 30, 2020, the actual 

precipitation data was 140 mm while the predicted data was 110 mm, showing the model variability level. 

 

Figure 4. Testing Data Graph of Stasiun Geofisika Manado 

 Figure 4 displays a test data graph comparing the results of precipitation predictions (orange line) from the 

Stasiun Geofisika Manado using the SVR model with actual data (blue line). Although most prediction results are 

stable around value 7, fluctuations still occur, indicating a degree of uncertainty in the model predictions. 

3.1.2. Stasiun Meteorologi Maritim Bitung 

 Data was collected at the Stasiun Meteorologi Maritim Bitung (Bitung City area), which has a latitude of 

1.443 and a longitude of 125.179. Table 4 shows the calculation results for training and testing data.  

Table 4. Model Evaluation Calculation Results of the Stasiun Meteorologi Maritim Bitung 

Kernel Parameter 
Training Data Criteria Testing Data Criteria 

RMSE MAE R² RMSE MAE R² 

RBF 

∁ = 10, ɛ = 0.1, γ = 100 11.350 2.826 0.383 9.494 5.747 0.028 

∁ = 1000, ɛ = 0.3, γ = 100 0.298 0.297 0.999 9.747 7.037 -0.024 

∁ = 1000, ɛ = 0.1, γ = 100 0.099 0.099 0.999 9.726 6.977 -0.019 
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The smallest error value in the training data results from parameters ∁ = 1000, ɛ = 0.1, γ = 100 with an 

RMSE value of 0.099, MAE of 0.099, and the highest error value R ² of 0.999. In contrast, the smallest error value 

in testing data results from the parameters ∁ = 10, ɛ = 0.1, γ = 100 with an RMSE value of 9.494, MAE of 5.747, 

and the highest error value R ² of 0.028. Based on the model evaluation results in Table 4, it can be concluded that 

the best RBF SVR kernel parameters for precipitation prediction are parameters ∁ = 1000, ɛ = 0.1, γ = 100.  

 
Figure 5. Training Data Graph of Stasiun Meteorologi Maritim Bitung 

 Figure 5 displays a training data graph consisting of actual precipitation data (blue line) and prediction 

results (orange line) using the SVR model. The prediction lines tend to follow the actual data pattern, 

demonstrating the ability of the SVR model to capture precipitation trends.  

 

Figure 6. Testing Data Graph of Stasiun Meteorologi Maritim Bitung 

 Figure 6 displays a graph of testing data from predicted results from the SVR model, compared with actual 

data. Although most predicted results are stable around 7, fluctuations still occur. 

3.1.3. Stasiun Meteorologi Naha 

Data was collected at the Stasiun Meteorologi Naha (Sangihe Islands region), which has a latitude of 3.686 

and a longitude of 125.529. Table 5 shows the calculation results for training and testing data.  

Table 5. Model Evaluation Calculation Results of the Stasiun Meteorologi Naha 

Kernel Parameter 
Training Data Criteria Testing Data Criteria 

RMSE MAE R² RMSE MAE R² 

RBF 

∁ = 1000, ɛ = 0.1, γ = 1000 0.099 0.099 0.999 18.296 11.511 -0.018 

∁ = 10, ɛ = 10, γ = 0.1 17.717 11.265 0.169 18.118 11.759 0.002 

∁ = 10, ɛ = 0.1, γ = 10 16.141 5.096 0.311 18.001 8.433 0.015 
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 The smallest error value in the training data results from parameters ∁ = 1000, ɛ = 0.1, γ = 1000 with an 

RMSE value of 0.099, MAE of 0.099, and the highest error value R² is 0.999. Meanwhile, the smallest error value 

in the testing data results from the parameters ∁ = 10, ɛ = 0.1, γ = 10 with an RMSE value of 18.001, MAE of 

8.433, and the highest error value R ² is 0.015. Based on the model evaluation results in Table 5, It is concluded 

that the best RBF SVR kernel parameters for precipitation prediction are parameters ∁ = 1000, ɛ = 0.1, γ = 1000. 

 

Figure 7. Training Data Graph of Stasiun Meteorologi Naha 

 Figure 7 displays a training data graph consisting of actual precipitation data (blue line) and prediction 

results (orange line) using the SVR model. Overall, the prediction lines follow the actual data pattern, 

demonstrating the ability of the SVR model to capture precipitation trends. 

 

Figure 8. Testing Data Graph of Stasiun Meteorologi Naha 

 Figure 8 displays a graph of the predicted testing data (orange line) from the SVR model, compared with 

the actual data (blue line). Although most predicted results are stable around 10, fluctuations still occur. 

3.1.4. Stasiun Klimatologi Sulawesi Utara 

 Data was collected at the Stasiun Klimatologi Sulawesi Utara (North Minahasa region), which has a latitude 

of 1.546 and a longitude of 124.923. Table 6 shows the calculation results for training and testing data.  

Table 6. Model Evaluation Calculation Results of Stasiun Klimatologi Sulawesi Utara 

Kernel Parameter 
Training Data Criteria Testing Data Criteria 

RMSE MAE R² RMSE MAE R² 

RBF 

∁ = 100, ɛ = 0.9, γ = 10 2.626 1.010 0.983 20.838 11.873 0.032 

∁ = 1000, ɛ = 0.1, γ = 100 0.099 0.099 0.999 21.019 12.440 0.015 

∁ = 10, ɛ = 10, γ = 0.1 2.866 0.283 0.979 20.804 12.644 0.035 
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 From the calculation results, the smallest error value obtained in the training data criteria is in the parameters 

∁= 1000, ɛ = 0.1, γ = 100, which produces an RMSE value of 0.099, MAE of 0.099, and the highest error value of 

the training data for R ² is 0.999. Meanwhile, the smallest error value in the testing data is the result of the 

parameters ∁ = 10, ɛ = 10, γ = 0.1 with an RMSE value of 20.804, MAE of 12.644, and the highest error value in 

the testing data for R ²is 0.035. Based on the model evaluation results in Table 6, it can be concluded that the best 

RBF kernel parameters for precipitation prediction are parameters ∁ = 1000, ɛ = 0.1, γ = 100. 

 

Figure 9. Training Data Graph of Stasiun Klimatologi Sulawesi Utara 

 Figure 9 displays a training data graph consisting of actual precipitation data (blue line) and prediction 

results (orange line) using the SVR model. Overall, the prediction lines tend to follow the actual data pattern, 

demonstrating the ability of the SVR model to capture precipitation trends. However, there are several points 

where the predictions do not match the actual data, such as on March 15, 2020, the actual data was 175 mm while 

the predicted data was 112 mm; this shows the level of variability or uncertainty in the model predictions. 

 

Figure 10. Testing Data Graph of Stasiun Klimatologi Sulawesi Utara 

 Figure 10 displays a graph of testing data from predicted results from the SVR model, compared with actual 

data. Although most predicted results are stable around value 12, fluctuations still occur. 

3.2. Precipitation Prediction 

 Precipitation predictions are carried out using ERA5 data and the best parameter results from the RBF model 

at each station. Then, the ERA5 data is converted into mm (millimetres). 
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3.2.1. Stasiun Geofisika Manado 

 

Figure 11. Unavailable Data Graph of Stasiun Geofisika Manado 

 The graph in Figure 11 displays the results of precipitation predictions from the Stasiun Geofisika Manado 

using the SVR model. Most predicted values are stable around 7.065, but some fluctuations occur, indicating 

variations in precipitation predictions. Nevertheless, the graph provides a general idea of the station's predicted 

precipitation pattern. 

  
Figure 12. Data Imputation of Stasiun Geofisika Manado 

 Next, unavailable data is handled using the imputation method using predicted values from Support Vector 

Regression (SVR). As shown in Figure 12, data unavailable on January 18 2020, was replaced with a value of 7.1, 

which is the prediction result from the model. 

3.2.2. Stasiun Meteorologi Maritim Bitung 

 

Figure 13. Unavailable Data Graph of Stasiun Meteorologi Maritim Bitung 
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 The graph in Figure 13 displays the results of precipitation predictions from the Stasiun Meteorologi 

Maritim Bitung using the SVR model. Most predicted values are stable around 7.645, but some fluctuations occur, 

indicating prediction variations over time. 

  
Figure 14. Data Imputation of Stasiun Meteorologi Maritim Bitung 

 Next, unavailable data is handled using the imputation method using predicted values from Support Vector 

Regression (SVR). As shown in Figure 14, data unavailable on January 7, 2020, was replaced with a value of 7.6, 

which is the prediction result from the model.  

3.2.3. Stasiun Meteorologi Naha 

 

Figure 15. Unavailable Data Graph of Stasiun Meteorologi Naha 

 Using the prepared model, the graph in Figure 15 shows the precipitation prediction results (orange line) 

from the Stasiun Meteorologi Naha (Sangihe region). The prediction results are significantly variable, ranging 

from 9.124 to 15.693. The results indicate a considerable degree of fluctuation in precipitation predictions over 

time. Nevertheless, the graph provides a general idea of the predicted precipitation pattern from the station. 

 

  
Figure 16. Data Imputation of Stasiun Meteorologi Naha 

 Next, unavailable data is handled using the imputation method using predicted values from Support Vector 

Regression (SVR). As shown in Figure 16, data unavailable on January 19, 2020 was replaced with a value of 9.7, 

which is the prediction result from the model. 
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3.2.4. Stasiun Klimatologi Sulawesi Utara 

 At the Stasiun Klimatologi Sulawesi Utara (North Minahasa region), precipitation is predicted using the 

Support Vector Regression (SVR) model with the RBF kernel. The results of precipitation predictions are shown 

in Figure 18, which shows fluctuations every year from 2020 to 2023. However, there will be a significant increase 

in 2022.  

 

Figure 17. Unavailable Data Graph of Stasiun Klimatologi Sulawesi Utara 

 The graph in Figure 17 displays precipitation predictions (orange line) from the Stasiun Klimatologi 

Sulawesi Utara. The prediction results show significant fluctuations, with values varying from 7.751 to 24.704. 

The fluctuation indicates considerable variation in precipitation predictions over time. 

  
Figure 18. Imputation of Stasiun Klimatologi Sulawesi Utara 

 Next, unavailable data is handled using the imputation method using predicted values from Support Vector 

Regression (SVR). As shown in Figure 18, data unavailable on January 23, 2020, was replaced with a value of 

9.7, which is the prediction result from the model. 

 

4. CONCLUSION 

This research concludes that the Support Vector Regression (SVR) model can produce accurate precipitation 

predictions by filling in BMKG precipitation data for the North Sulawesi Province region, which is not available. 

The model evaluation shows that the best parameters for SVR using the RBF kernel are ∁ = 1000, ɛ = 0.1, and γ = 

100, except Stasiun Meteorologi Naha, Sangihe Islands show that ∁ = 1000, ɛ = 0.1, and γ = 1000. Thus, SVR can 

be an effective tool in predicting precipitation in this region. As a suggestion, you can consider using other 

approaches, such as random forests, for further development. 
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