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Abstract: In 2023, the number of unemployed people in Maluku will reach 59,800 or 6.08% of the total 

population. To reduce unemployment in Maluku, it is essential to understand the unemployment situation 

of the Moluccan population based on socioeconomic factors immediately. Therefore, applying 

classification methods such as random forests is the right step, but it is recommended that the data be 

balanced to get accurate results. However, the unemployment rate in Maluku is much lower than that of 

the unemployed, so data imbalance affects the accuracy of the classification results. Therefore, a data 

balancing process is needed, among others, using the Random Oversampling of Sample (ROSE), Synthetic 

Minority Oversampling Technique (SMOTE), and Adaptive Synthetic Sampling (ADASYN) methods. This 

study uses data from the 2023 National Labor Force Survey (SAKERNAS) conducted in February by the 

Central Statistics Agency (BPS) of Maluku. The number of unemployed people is smaller than the number 

of unemployed residents. Therefore, action needs to be taken to address data inequality. The results of this 

study show that the random forest classification model with SMOTE has the best performance with a 

combination of 90% training data and 10% testing data, with a higher AUC value than other methods, and 

age variables are the most essential variables built into the model. 
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1. INTRODUCTION 

Unemployment is one of the problems faced by developing countries, including Indonesia. Many factors 

interact and form sometimes unclear patterns, making unemployment a complex issue. Unemployment can 

cause social vulnerability and ultimately lead to poverty if not addressed immediately [1].  

Nationally, Maluku Province ranks seventh out of 38 provinces in February 2023 with a TPT of 6.08%, 

higher than the national TPT of 5.45%. With a TPT of 6.08%, the government must work hard to tackle 

unemployment. To reduce the still-high unemployment rate, the regional government must consider a 

development master plan with employment-based policies [2].  

In efforts to reduce unemployment in Maluku Province, understanding the unemployment status of the 

population based on socioeconomic factors becomes crucial. Factors such as education level, geographic 

location, and employment sector are relevant indicators in determining the unemployment rate in the region. 

Therefore, classification methods like random forest are the right choice for identifying complex patterns from 

various variables affecting unemployment risk. Previous studies have shown that random forests can predict 

the Not in Education, Employment, or Training (NEET) status of young people in Indonesia with an accuracy 

of 82.94% [3].  

Accurate random forest classification requires balanced data, meaning the number of data points between 

the majority class (employed) and the minority class (unemployed) should not differ significantly. However, 

based on factual data, the number of unemployed is much smaller than the employed, causing the model to 

pay more attention to the majority class and ignore the minority class, posing a challenge in applying random 

forest. Therefore, data-balancing methods are needed to address this class imbalance.  

Data balancing methods such as Random Over-sampling Examples (ROSE), Synthetic Minority Over-

sampling Technique (SMOTE), and Adaptive Synthetic Sampling (ADASYN) can be used to address this 

imbalance issue. ROSE randomly duplicates samples from the minority class to match the number of the 

majority class. SMOTE creates new synthetic samples among existing minority samples, while ADASYN 

adaptively performs synthetic oversampling by considering data density around minority samples. By applying 
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these data balancing methods, the resulting classification model is expected to recognize patterns from the 

minority class better and produce more accurate classifications overall.  

In this study, the use of data balancing methods such as Random Over-sampling Examples (ROSE), 

Synthetic Minority Over-sampling Technique (SMOTE), and Adaptive Synthetic Sampling (ADASYN) aims 

to improve the balance between the majority and minority classes in the unemployment dataset in Maluku 

Province. By balancing the number of samples between classes, the built classification model is expected better 

to recognize patterns from the minority class, namely unemployment, and produce more accurate classification 

results. The results of this study will then be compared to evaluate the performance of the classification model 

using metrics such as accuracy, sensitivity, specificity, and Area Under the Curve (AUC). Thus, this study not 

only attempts to identify and classify unemployment rates in Maluku Province but also contributes to 

addressing data imbalances to improve classification model accuracy [4]. 

 

2. METHODOLOGY 

2.1. Data Source and Research Variables 

 The data used is the National Labor Force Survey (SAKERNAS) data for Maluku Province in February 

2023, obtained from BPS Maluku Province. The data points in this study are 3,669 observations with nine 

variables consisting of 8 independent variables and one dependent variable. The variables in this study are 

shown in Table 1. 

Table 1. Research Variables 

No. 
Variable 

Code 
Variable Name Notes 

Type of 

Data 

1 X1 Area Classification 1: Urban; 2: Rural Nominal 

2 X2 Marital Status 1: Single; 2: Married; 3: Divorced Alive; 4: Widowed Nominal 

3 X3 Age 1: 15-19 years; 2: 20-24 years; 3: 25-29 years; 4: 30-34 

years; 5: 35-39 years; 6: 40-44 years; 7: 45-49 years; 

8: 50-54 years; 9: 55-59 years; 10: 60+ years 

Nominal 

4 X4 Gender 1: Male; 2: Female Nominal 

5 X5 School Participation 1: Not yet in school; 2: Still in school;  

3: No longer in school 
Nominal 

6 X6 Education Level 1: Not/Uncompleted Elementary;  

2: Elementary/MI/SDLB/Package A;  

3: Junior High/MTS/SMPLB/Package B;  

4: Senior High/MA/SMLB/Package C;  

5: Vocational School; 6: MAK; 7: Diploma I/II/III;  

8: Diploma IV; 9: Bachelor; 10: Master;  

11: Applied Master; 12: Doctor 

Nominal 

7 X7 Training 1: Yes; 2: No Nominal 

8 X8 Work Experience 1: Yes; 2: No Nominal 

9 Y Unemployment Status 1: Yes; 2: No Nominal 

a. Research Analysis Step 

The data analysis used in the performance analysis of random forest classification on the unemployment 

rate in Maluku Province, based on data balancing methods, consists of several stages, as follows: 

1. Input data. 

2. Conduct descriptive and exploratory data analysis to get a general overview of the variables to be 

analyzed. 

3. Examine data proportions based on categories (unemployed and employed). 

4. Balance data with the ROSE, SMOTE, and ADASYN methods to address data imbalances. 

5. Split the data into training and testing data with combinations of 70% training: 30% testing, 80% 

training: 20% testing, and 90% training: 10% testing. 

6. Model the random forest algorithm with training data. 

7. Test the model with testing data. 
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8. Calculate accuracy, sensitivity, specificity, and AUC values with the confusion matrix. 

9. Determine the best model by looking at the highest accuracy, sensitivity, specificity, and AUC values. 

10. Identify the most important variables with a mean decrease Gini to explain the importance of 

independent variables in the model. 

2.2. Random Forest 

 Random forest is an extension of the CART method in data mining and does not require assumptions. 

This method uses the concept of decision trees. This model is built from many trees to form a forest using 

bootstrap aggregating (bagging) and random feature selection methods [5]. This method can perform 

classification and regression. Compared to CART, this method uses more than one tree. The classification or 

regression results of each tree will be voted on to find the most frequent class produced. The term "random" 

in this method's name means the training data used in building the trees is randomly shuffled [6]. In a random 

forest, many trees are grown to form a forest; then, a collection of trees is analyzed. 

 The ntree, mtry, and 𝑎𝑛 nodesize parameters are four important parameters to know when building a 

random forest algorithm [7]. Before constructing the decision tree to be used, the observations are randomly 

selected with or without the return of the original set. Then, for each cell in the decision tree, a split is performed 

𝑎𝑛 by maximizing the characters in CART for a uniform mtry between the 𝑝-native variables. When each cell 

contains less than a nodesize point, decision tree formation is stopped. This process will continue until the 

number of decision trees built reaches a certain number of trees [8]. 

 There are four important parameters in this algorithm: 

1.  𝑎𝑛 𝜖 {1, … . , 𝑛} : The number of data entries sampled in each decision tree. 

2.  
𝑚𝑡𝑟𝑦 𝜖 {1, … . , 𝑝} : The number of variables that are randomly drawn as candidates on 

each split. 

3.  
𝑛𝑜𝑑𝑒𝑠𝑖𝑧𝑒 𝜖 {1, … . , 𝑎𝑛} : Minimum size on node terminals (setting a larger number causes a 

smaller decision tree to be built). 

4.  𝑛𝑡𝑟𝑒𝑒 𝜖 𝑁 : Number of decision trees built. 

2.3. Imbalance Dataset 

 An imbalanced dataset, which can be translated as unbalanced data, is a condition in which the 

distribution of classes in a dataset is unbalanced, and the amount of data in one class is much more or less than 

in another. The larger group of data classes is called the major class, while the smaller group is called the minor 

class. Since almost all data will be generalized into major classes, imbalanced data will be challenging to use 

for classification in machine learning. If tested with the level of accuracy, then the accuracy for the major class 

will be very high, but the accuracy for the minor class is very poor in some cases, and even nothing is classified 

as a minor class [9]. This can make the classification performance not good. The method of oversampling in 

minority classes can improve classification performance. The level of imbalance in the dataset can be measured 

by calculating the Imbalance Ratio (IR) with the following formula [10]: 

𝐼𝑅 =
𝑚𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦

𝑚𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦
                    (2) 

with 

𝑚𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦  : The amount of data in the major class 

𝑚𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦  : The amount of data in the minor class 

 In this study, the major class is data that is not unemployed, and the minor class is unemployed. Research 

on unbalanced classes typically assumes the average size of a minority class is less than 40% (or the value of 

𝐼𝑅 > 1,5 ). Class imbalance can affect the accuracy of the classification results, so several data balancing 

methods are needed to overcome this, including the ROSE, SMOTE, and ADASYN methods used in this 

study. 
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2.4. Classification Accuracy Measures 

The classification methods use test sets to evaluate the quality of the resulting classification. If the label 

of a row in the test set is the same as the classification result produced by the model, it is called a correct 

classification. If the label of a row in the test set is different from the classification result produced by the 

model, it is called a misclassification. Thus, the greater the number of correct classifications, the more accurate 

the classification, and conversely, the greater the number of misclassifications, the less precise the 

classification [11]. 

One tool used to assess the classification's effectiveness is the confusion matrix generated by applying 

the model to the test set. 

Table 2. Confusion Matrix 

Actual 
Predictions 

Positive Negative 

Positive True Positive (a) False Negative (b) 

Negative False Positive (c) True Negative (d) 
Source: [7] 

From the confusion matrix, various evaluation measures can be derived, including: 

1. Accuracy is the proportion of actual data that is correctly classified overall. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑎 + 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
 (3) 

2. Sensitivity is the proportion of negative actual data that is correctly classified. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑎

𝑎 + 𝑏
 (4) 

3. Specificity is the proportion of actual negative data that is correctly classified. 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑎

𝑎 + 𝑏
 (5) 

4. AUC or Balanced Accuracy as an indicator of the performance of the classification model. 

AUC/𝐵𝑎𝑙𝑎𝑛𝑐𝑒 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦 + 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦

2
 (6) 

In model accuracy assessment, specificity is the ability to predict events with a positive value, while 

sensitivity is the ability to predict events with a negative value. In addition, accuracy describes the overall level 

of structural accuracy of models, which is most used to assess classification performance. However, for the 

case of imbalanced datasets, accuracy places more weight on the majority class, which usually has no 

significant impact to concern. Therefore, accuracy is less suitable as a measure of classification performance 

in the case of imbalanced data [12]. 

In addition, another evaluation measure often used in measuring the performance of classification 

models, namely AUC [13], which is the probability that a classifier ranks a positive random sample higher 

than a negative random sample. The curve referred to here is the ROC (Receiver Operating Characteristics) 

curve, which shows the relationship between sensitivity and specificity. The AUC value ranges from 0 to 1, 

so the wider it is (closer to 1), the better the classification performance. 

Tabel 3. Classification of AUC Values 

AUC value Classification 

≥ 0.90 Very good 

0.80 – 0.89 Good 

0.70 – 0.79 Simply 

0.60 – 0.69 Bad 

≤ 0.59 Very Bad 
Source: [14] 
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2.5. Variable Importance Level 

 An important feature of the random forest algorithm is the calculation of variable importance. This 

algorithm analyzes each attribute and reveals its importance in predicting the correct classification of the 

random forest machine learner. The researcher can then filter out unnecessary attributes, saving time during 

data collection and experimental process time. The algorithm first calculates the number of correct 

untouchables and the number of correct classifications using the dataset as its test. This new dataset is then 

tested for accurate classification.  

 Mean Decrease Gini (MDG) is one of the measures of segregation criteria used in the random forest and 

CART. To calculate MDG, the following formula is used: 

𝑀𝐷𝐺 (𝑥ℎ) =
1

𝑘
[1 − ∑ 𝐺𝑖𝑛𝑖 (ℎ)𝑘

𝑘 ]                    (7) 

∑ 𝐺𝑖𝑛𝑖 (ℎ)𝑘
𝑘 = 1 − ∑ 𝑝𝑗

2𝑝
𝑗=1                   (8) 

with  

𝐺𝑖𝑛𝑖 (ℎ)𝑘 : Gini index for explanatory variables 𝑥ℎ in kth tree 

k ∶ number of trees in the random forest (random forest size) 

𝑝𝑗  : relative frequency of class j in h 

𝑝  : number of variables 

 At each split, one of the classes is used to form the split, and a Gini-decline occurs. The sum of all 

decreases in the forest due to a particular variable, normalized by the number of trees, forms the Gini measure 

[15]. The MDG number is a number that explains how important an independent variable is in its contribution 

to the model. The higher the number, the higher the contribution to the model [16]. 

 

3.  RESULTS AND DISCUSSION 

 Based on the following SAKERNAS data for February 2023, the number of people with jobs is greater 

than the number of those who do not have jobs (unemployed) for Maluku Province. This can be seen in Figure 

1, where the percentage of the unemployed population is 6.08% while the rate of the working population is 

93.92% of the total labor force population. 

 

Figure 1. Percentage of Unemployment Status in Maluku Province February 2023 

 This significant difference indicates that there is unequal data, so the classification model built will be 

ineffective. So, this research must use data balancing methods. The methods used are the ROSE, SMOTE, and 

ADASYN methods. 

3.1. Unbalance Data Handling 

 To identify data imbalance, the IR (Imbalance Ratio) formula shown in Equation (2) is used. Thus, the 

results of the IR calculation based on the proportion of data classes are obtained as follows: 

𝐼𝑅 =
𝑚𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦

𝑚𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦
=

3,532

137
= 25.78 
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 As reflected in a high IR, significant data imbalance indicates a glaring imbalance. This phenomenon 

harms the construction of the classification model, and the classification model constructed is ineffective. 

 To balance the number of samples between minority and majority classes in the dataset, some methods 

that can be used are ROSE, SMOTE, and ADASYN. ROSE, SMOTE, and ADASYN are oversampling 

methods used to balance the data by adding synthetic data to the minority class. In this case, the minority class 

is the smaller unemployment data. 

Table 4. Number of data before and after balancing 

Description 
Before Data 

Balancing 
ROSE SMOTE ADASYN 

Unemployed 137 1,826 3,425 3,557 

Employed 3,532 1,843 3,532 3,532 

 After balancing the data with ROSE, SMOTE, and ADASYN, the condition of unemployment data in 

Maluku Province becomes more balanced.  

3.2. Modeling with Random Forest 

In this section, we will analyze the performance of the random forest classification model without using 

the data balancing method and the data balancing method, with the proportion of data. The training data is 

70% to 90% of the total data, and the testing data used is 30% to 10% of the remaining data. The accuracy, 

sensitivity, specificity, and AUC values generated from each proportion are presented in Tables 5 to 7. 

Table 5. Performance Comparison of the Best Random Forest Classification Model Based on 70% 

Training Data Share and 30% Testing Data Share 

n Before Data Balancing ROSE SMOTE ADASYN 

Sensitivity 0.9568 1.0000 0.9888 0.9968 

Specificity 0.1667 0.8822 0.9032 0.8861 

Accuracy 0.9482 0.9346 0.9435 0.9342 

AUC 0.5157 0.9359 0.9450 0.9339 

Based on the model performance measure with 70% training data and 30% testing data in Table 5, the 

results show that the random forest classification model with data balancing using the SMOTE method has the 

most significant AUC value compared to the random forest classification model with data balancing using 

other methods. This model can predict the minority class in the classification dataset very well. So that for a 

division of 70% training data and 30% testing data, the results of accuracy and AUC values with SMOTE are 

higher than ROSE and ADASYN, thus illustrating that the model after data balancing with SMOTE is better 

than ROSE and ADASYN in classifying the working status of individuals on SAKERNAS 2023 data in 

Maluku Province. 

Table 6. Performance Comparison of the Best Random Forest Classification Model Based on 80% 

Training Data Share and 20% Testing Data Share 

n Before data balancing ROSE SMOTE ADASYN 

Sensitivity 0.9515 1.0000 0.9951 0.9871 

Specificity 0.3846 0.8867 0.8928 0.8883 

Accuracy 0.9414 0.9360 0.9382 0.9316 

AUC 0.5567 0.9358 0.9384 0.9310 

Based on the model performance measure with 80% training data and 20% testing data in Table 6, the 

results show that the random forest classification model with data balancing using the SMOTE method has the 

largest AUC value compared to the random forest classification model with data balancing using other 

methods. This model shows its ability to predict the minority class in the classification dataset very well. So 

that for a division of 80% training data and 20% testing data, the results of the AUC value with SMOTE are 

higher than those of ROSE and ADASYN, thus illustrating that the model after data balancing with SMOTE 

is better than ROSE and ADASYN in classifying the working status of individuals in the 2023 SAKERNAS 

data in Maluku Province. 

Table 7. Performance Comparison of the Best Random Forest Classification Model Based on 90% 

Training Data Share and 10% Testing Data Share 

n Before data balancing ROSE SMOTE ADASYN 

Sensitivity 0.9577 1.0000 0.9968 0.9935 

Specificity 0.3333 0.8850 0.8974 0.8947 
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n Before data balancing ROSE SMOTE ADASYN 

Accuracy 0.9373 0.9373 0.9425 0.9379 

AUC 0.5938 0.9395 0.9435 0.9372 

Based on the model performance measure with 90% training data and 10% testing data in Table 7, the 

results show that the random forest classification model with data balancing using the SMOTE method has the 

largest AUC value compared to the random forest classification model with data balancing using other 

methods. This model shows its ability to predict the minority class in the classification dataset very well. So 

that for a division of 90% training data and 10% testing data, the results of accuracy and AUC values with 

SMOTE are higher than ROSE and ADASYN, thus illustrating that the model after data balancing with 

SMOTE is better than ROSE and ADASYN in classifying the working status of individuals on SAKERNAS 

2023 data in Maluku Province. 

3.3. Variable Importance 

One of the outputs of the random forest is the most essential variable. The most important variable is 

obtained from the average decrease in the Gini index, or Gini decrease index, obtained during the forest 

formation. This is the most critical variable, which strongly influences the unemployment rate. 

The model's Mean Decrease Gini (MDG) value is used to determine the most influential variable in 

distinguishing the response categories, namely unemployment and non-unemployment. The MDG value 

determines the order of importance of the independent variables in determining unemployment status in 

Maluku Province; a higher MDG value indicates that the variable is more important [17]. 

Table 8. Level of Importance of Independent Variables for Maluku Province in the Best Random Forest Model 

Variable Code Variables MDG Value 

𝑋6 Education Level 446.70135 

𝑋3 Age 442.17618 

𝑋1 Region Classification 362.82259 

𝑋2 Marital Status 356.88711 

𝑋5 School Participation 133.52121 

𝑋4 Gender 104.70148 

𝑋8 Work Experience 90.44749 

𝑋7 Training 67.54829 

Table 8 shows that the age variable has the highest MDG value of all the variables. The results align 

with the results from SAKERNAS 2023 in Maluku Province, which shows that the education level has a 

significant role in determining who is employed and who is unemployed. Furthermore, the age variable 

contributes the second-largest difference between employed and unemployed individuals. 

 

4. CONCLUSION 

Based on the performance analysis of random forest classification on the unemployment rate in 

Maluku Province based on the data balancing method, the following conclusions are obtained: 

1. After balancing the data with Random Over Sampling Example (ROSE), Synthetic Minority 

Oversampling Technique (SMOTE), and Adaptive Synthetic Sampling (ADASYN). The condition of 

unemployment data in Maluku Province has become more balanced. The data balancing method 

works by overcoming class imbalance in the classification dataset by increasing the number of samples 

in the minority class. 

2. Based on the comparison of data balancing methods, it is concluded that the SMOTE balancing 

method is better than ROSE and ADASYN. Generally, the data balancing methods using ROSE, 

SMOTE, and ADASYN make the prediction results more accurate and unbiased towards the majority, 

thus improving model performance and reducing overfitting. This point is consistent with previous 

research that SMOTE's more uniform approach to synthetic sample generation, consistent 

performance across varying imbalance ratios, and strong results combined with popular classification 

algorithms make it a preferred choice in many scenarios [16]. 

3. Based on the best random forest model produced, the factor that most influences the unemployment rate 

in Maluku Province is the education level variable, which has the highest MDG value. 
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