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Abstract: Rapid technological advancements have significantly transformed the global labor market, 

impacting various industries and workers in Indonesia who may need to be adequately prepared to adapt. 

The current landscape demands individuals who can acquire knowledge quickly and adapt to modern 

technologies. The unemployment rate in Indonesia, especially among fresh graduates, is still a concern. 

Lack of motivation and interest in finding a job and high expectations of working conditions contribute to 

this problem. This research aims to address the gap in research by using the Finite Mixture Partial Least 

Squares (FIMIX-PLS) approach to examine the segmentation of fresh graduate characteristics about their 

interest and motivation in finding a job. Segmentation based on latent variable relationships in the 

structural model can be overcome with Finite Mixture Partial Least Square (FIMIX-PLS) to identify more 

homogeneous characteristics. This research analyzes explicitly the impact of compensation, work 

environment, and company reputation on the interest and motivation of fresh graduates in finding a job. 

This research resulted in the best segmentation of two segments: the 1st segment at 77.8% (265 samples) 

and the 2nd segment at 22.2% (75 samples). 
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1. INTRODUCTION 

Technological advances in artificial intelligence, mechanization, and automation have transformed 

the global labor market, affecting industries and workers in Indonesia who are unprepared to adapt. 

Companies now need individuals who are quick to learn and adapt to new technologies [1]. According 

to DBS, 48% of companies in Indonesia will undergo digital transformation by 2022, and this number is 

expected to continue to rise [2]. This transformation is changing the way employees are recruited and 

retained as well as how individuals search for jobs that match their qualifications. The Open 

Unemployment Rate (OER) in Indonesia in August 2023 was 5.32%, with the majority of the 

unemployed aged 20-24 years old [3], [4]. Lack of motivation and interest in finding a job, coupled with 

high expectations of working conditions, are contributing factors to unemployment among New 

Graduates [5]. 

In multivariate analysis, SEM can simultaneously test and estimate the relationship between one or 

more dependent variables and multiple factors [6]. Many researchers have utilized SEM because it can 

estimate complex models with many structural paths, constructs, and indicators without paying attention 

to distribution assumptions on the data. SEM has two types of models, namely structural models and 

measurement models. The structural model describes the relationship between latent variables. In 

estimating structural equation models, it is often assumed that the data collected is homogeneous. 

However, this assumption is sometimes rational if the data is obtained from several units or groups. Finite 

Mixture Partial Least Square (FIMIX-PLS) is an alternative approach solution that can be utilized to 

identify diversity in the relationship pattern of linear path models [7]. FIMIX-PLS addresses 

inhomogeneity or heterogeneity by estimating segment probabilities for each observation and 

simultaneously estimating path coefficients for all segments [8].  
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In previous research, it was stated that compensation has a positive influence on interest and 

motivation to find a job [9]. In contrast, a company's reputation does not affect interest and motivation 

to find a job. On the other hand, in Pragita's research (2023), using the same method, namely multiple 

linear regression, the results explain that compensation and company reputation significantly affect the 

intention of fresh graduates to find a job [10]. Alifuddin's research (2023) with the Structural Equation 

Modeling (SEM) method shows that compensation and company reputation significantly have a positive 

effect on interest in finding a job [11]. However, there has yet to be research using the Finite Mixture 

Partial Least Square (FIMIX-PLS) approach to identify the segmentation of new graduate characteristics 

related to interest and motivation to find a job.  

This research aims to fill this void by analyzing the effect of compensation, work environment, and 

company reputation on interest and motivation to seek employment using the FIMIX-PLS approach. The 

results of this research can help formulate strategic policies for companies and universities and provide 

insight to the public regarding the factors that influence the interest and motivation of new graduates to 

find a job. 

 

2. METHODOLOGY 

2.1. Data Source 

This research uses primary data or data from researchers through survey questionnaires. This research took 

place in public and private universities in Surabaya. The survey was conducted by distributing questionnaires 

online through social media platforms. The questionnaire was distributed from June 2024 to July 2024. 

2.2. Research Variables 

This research examines latent variables, which include endogenous variables such as Motivation for Finding 

a Job (η1) and Interest in Finding a Job (η2), and the mediating variable of company reputation (η3). Meanwhile, 

the exogenous variables include compensation (ξ1) and work environment (ξ2). This research uses latent variables 

and indicators, which are presented in Table 1. 

Table 1. Latent Variables and Indicators 

Variable Indicators 

Motivation for 

Finding a Job (η1) 

The existence of hopes and dreams (y11) 

The existence of needs (y12) 

self-reliance (y13) 

Interest in Finding a 

Job (η2) 

Pay more attention to job openings that are in demand (y21) 

A desire to get to know the company of interest better (y22) 

Curiosity about jobs in companies of interest (y23) 

Feeling happy about a job at a company that is in demand (y24) 

There is an emotional attraction to the company of interest (y25) 

Company reputation 
(η3) 

Good company image in the eyes of job applicants (y31) 

Strong product and service brands (y32) 

Company vision and leadership (y33) 

Corporate social and environmental responsibility (y34) 

Good financial performance of the company (y35) 

Compensation (ξ1) 

Appropriate salary (x11) 

Satisfying incentives (x12) 

Career advancement (x13) 

Health Insurance (x14) 

Allowances (x15) 
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Variable Indicators 

Old age guarantee (x16) 

Work environment 

(ξ2) 

Facilities (x21) 

Easy access (x22) 

Relationships between colleagues (x23) 

Superior-subordinate relationship (x24) 

Professional working rules (x25) 

Workplace comfort (x26) 

2.3.  Path Diagram 

This research has a path diagram provided in Figure 1 as follows. 

 

Picture 1. Research Path Diagram 

2.4.  Sampling Techniques 

 This research collected data using a questionnaire with a purposive sampling technique. The ideal minimum 

sample number should be ten times the number of indicators [9]. In the context of this research, 25 indicators are 

used. Based on PLS guidelines, the minimum number of samples required is 10 times the number of indicators, 

which is a minimum of 250 samples [10]. 

 The sample collection approach is carried out by filling out a questionnaire. The researcher has provided 

answer options for respondents to choose directly from the available alternatives. The participants were given five 

answer options: very appropriate, appropriate, moderate, not appropriate, and very inappropriate. This process 
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involves formulating a research design and, afterwards, conducting tests to assess the validity and reliability of the 

instrument. 

2.5.  Data Analysis Methods 

 This research uses data analysis techniques Finite Mixture Partial Least Square (FIMIX-PLS) [11]. FIMIX-

PLS is an alternative method that can be used to detect variations in the relationship patterns of linear route models 

[12]. FIMIX-PLS addresses the problem of heterogeneity by calculating the likelihood that each observation 

belongs to a particular segment and simultaneously estimating the path coefficients for all segments [13]. Before 

using FIMIX-PLS, SEM-PLS assesses the predicted relationship between constructs by checking for the presence 

of influences or relationships between constructs (latent or conceptual entities that can be quantified and viewed) 

[14]. 

 The analysis process of this research involves the following steps. Create a conceptual model consisting of 

a measurement and structural models [11].  

a) Create a path diagram to represent the concept.  

b) Formulate based on the path diagram outlined in step 1. 

𝜼 = 𝑩𝜼 + 𝜞𝝃 + 𝜻 (1) 

c) Perform parameter estimation for measurement models and structural models. 

d) Evaluate the model in the following way. 

i. Measurement Model Evaluation 

1) Loading factor 

Value loading factor used to assess the validity of convergence. Value loading factor must exceed 

0.7 [12]. There are several criteria for grades outer loading [14]. Outer loading less than 0.4 should 

be removed because its contribution is low to the model, while if it exceeds 0.7, the indicator is 

considered acceptable or worthy of use. However, indicators with a value outer loading between 0.4 

and 0.7 require further analysis of the impact of elimination on AVE values and Composite 

Reliability. 

2) Average Variance Extracted (AVE) 

The AVE value should be greater than 0.5, which indicates that 50% or more of the variance of the 

indicator can be explained [12]. The formula for calculating AVE is as follows: 

𝐴𝑉𝐸𝑖 =
∑ 𝜆𝑖𝑘

2𝑛
𝑘=1

∑ 𝜆𝑖𝑘
2𝑛

𝑘=1 + ∑ 𝑣𝑎𝑟(𝜀𝑖)𝑖

(2) 

3) Composite Reliability 

Latent variable indicators are assessed and measured using internal consistency metrics. This 

procedure is used to ensure the instrument's accuracy, uniformity, and dependability in determining 

latent variables. A reliability value is anticipated to be greater than 0.7, although a value of 0.6 is 

still considered acceptable [12]. The reliability value of the composite can be calculated using the 

following equation (3) formula. 

𝜌𝑐𝑖 =
(∑ 𝜆𝑖𝑘

𝑛
𝑘=1 )2

(∑ 𝜆𝑖𝑘
𝑛
𝑘=1 ) + ∑ 𝑣𝑎𝑟(𝜀𝑖)𝑖

(3) 

4) Cronbach's Alpha 



 

Volume 6 Issue 2 | October 2024 

                                                     

 233 

 
 

 

Cronbach's Alpha is used to measure the lower bound of the reliability of a latent variable, which 

reflects the overall reliability of the indicator in the model. For confirmatory research, Cronbach's 

Alpha value should be more than 0.7, while for explanatory research, this value should be more than 

0.6. 

ii. Structural Model Evaluation 

Structural models can be assessed by examining the value of R-Squared. This value is used to evaluate 

the extent to which a particular independent latent variable significantly impacts the dependent latent 

variable. A value of 0.67 for R-Square indicates a moderately large or good model, while 0.33 indicates 

a moderate model, and 0.19 indicates a weak model [12]. Formula R-Square are as follows. 

𝑅2 = 1 −
∑ (𝑦𝑖 − 𝑦�̂�)

2𝑛
𝑖=1

∑ (𝑦𝑖 − 𝑦�̅�)
2𝑛

𝑖=1

(4) 

e) Hypothesis testing 

f) Doing FIMIX-PLS estimation 

FIMIX-PLS estimation is performed on the assumption that heterogeneity arises in the structural model 

because the samples come from different populations, which requires segmentation [15]. FIMIX-PLS uses the 

results of estimating latent variables and modifying the relationship in the inner model. 

𝑩𝜼𝒊 + 𝜞𝝃𝒊 = 𝜻𝒊 (5) 

Assuming that it is distributed as 𝜼𝒊a finite mixture, then this can be stated as follows. 

𝜼𝑖~ ∑ 𝝆𝑘 [
|𝑩𝑘|

√2𝜋
𝑀

√|𝜳𝑘|
𝑒−

1
2

(𝐵𝑘𝜼𝑖+𝜞𝑘𝝃𝑖)′𝜳𝑘
−1(𝐵𝑘𝜼𝑖+𝜞𝑘𝝃𝑖)

]

𝐾

𝑘=1

(6) 

g) Choosing segment criteria 

Selecting criteria based on 𝐴𝐼𝐶3 (modified by a factor of 3) and 𝐵𝐼𝐶, as they can show the correct number in 

84% of cases where both criteria show the same number of segments 𝐴𝐼𝐶3, 𝐵𝐼𝐶 [16]. In addition, the value 

𝐸𝑁 (Entropy Criterion) has a specification value above 0.5 and the lowest. Based on these criteria and can be 

formulated as follows. 

𝐴𝐼𝐶3 = −2 ∙ 𝑙𝑛𝐿 + 3 ∙ 𝑁𝑘 (7) 

𝐵𝐼𝐶 = −2 ∙ 𝑙𝑛𝐿 + 𝑙𝑛(𝑁) ∙ 𝑁𝑘 (8) 

𝐸𝑁 = 1 −
[∑ ∑ −𝑃𝑖𝑠  ∙  𝑙𝑛 𝑃𝑖𝑘

𝑆
𝑠=1

𝐼
𝑖=1 ]

𝐼 ∙ 𝑙𝑛(𝐾)
(9) 

 

3. RESULTS AND DISCUSSION 

3.1.  SEM-PLS Analysis 

 The structural model formed based on indicators and significant path relationships is as follows. 
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Picture 2. Final Model 

3.2.  Evaluation of Measurement Models 

1. Loading factor 

 Measurement models for formative indicators involve assessment outer loading of each indicator using the 

bootstrapping to determine its relevance. Significance test for outer loading can be seen in Table 2. 

Table 1. Value Outer loading 

Variable Indicators Outer loading T Statistics P Values Information 

Compensation 

X11 0.818 23.023 0.000 Significant 

X12 0.784 20.579 0.000 Significant 

X13 0.820 29.642 0.000 Significant 

X14 0.821 22.483 0.000 Significant 

X15 0.792 22.906 0.000 Significant 

X16 0.800 21.860 0.000 Significant 

Work Environment 

X21 0.839 26.767 0.000 Significant 

X22 0.799 20.226 0.000 Significant 

X23 0.798 22.579 0.000 Significant 

X24 0.828 28.756 0.000 Significant 

X25 0.858 31.112 0.000 Significant 

X26 0.873 37.770 0.000 Significant 

Motivation for Finding a Job 

Y11 0.817 23.466 0.000 Significant 

Y12 0.763 20.059 0.000 Significant 

Y13 0.814 32.924 0.000 Significant 

Interest in Finding a Job 

Y21 0.792 21.904 0.000 Significant 

Y22 0.727 16.834 0.000 Significant 

Y23 0.782 23.950 0.000 Significant 

Y24 0.791 24.978 0.000 Significant 

Y25 0.924 63.952 0.000 Significant 

Company Reputation 

Y31 0.771 18.925 0.000 Significant 

Y32 0.764 17.604 0.000 Significant 

Y33 0.761 19.598 0.000 Significant 

Y34 0.765 18.806 0.000 Significant 

Y35 0.824 22.976 0.000 Significant 
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From Table 2, it is explained that for the loading factor evaluation, it is proven that all are significant (more 

than 0.7). This means that these indicators have contributed to the latent variable and measured consistently. 

2. Average Variance Extracted (AVE) 

 The significance test for AVE is as follows. 

Table 2. AVE Scores 

Variable Average Variance Extracted (AVE) T Statistics P Values Information 

Compensation 0.649 12.874 0.000 Significant 

Work Environment 0.694 14.995 0.000 Significant 

Interest in Finding a Job 0.649 15.768 0.000 Significant 

Motivation for Finding a Job 0.637 15.125 0.000 Significant 

Company Reputation 0.604 11.315 0.000 Significant 

Table 3 illustrates that the value of each AVE is significant (more than 0.5). This value means that the 

construct can explain at least 50% of the variance of its indicators, indicating that the construct has sufficient 

convergent validity. 

3. Composite Reliability 

 The significance test for Composite Reliability is as follows. 

Table 3. Value Composite Reliability 

Variable Composite Reliability T Statistics P Values Information 

Compensation 0.892 34.97 0.000 Significant 

Work Environment 0.913 45.554 0.000 Significant 

Interest in Finding a Job 0.864 33.589 0.000 Significant 

Motivation for Finding a Job 0.722 13.717 0.000 Significant 

Company Reputation 0.837 21.366 0.000 Significant 

Table 4 illustrates that the value of each Composite Reliability is significant (more than 0.7). This value 

indicates that the indicators are quite consistent in measuring the same construct. 

4. Cronbach's Alpha 

Table 4. Value Cronbach's Alpha 

Variable Cronbach's Alpha T Statistics P Values Information 

Compensation 0.892 34.634 0.000 Significant 

Work Environment 0.911 44.239 0.000 Significant 

Interest in Finding a Job 0.862 32.673 0.000 Significant 

Motivation for Finding a Job 0.716 13.46 0.000 Significant 

Company Reputation 0.836 21.125 0.000 Significant 

Table 5 illustrates that each Cronbach's Alpha value is significant (more than 0.7). A value of 0.7 or higher 

is generally considered adequate, indicating good internal reliability. Values of 0.8 or more indicate 

excellent reliability. 

3.3.  Structural Model Evaluation 

 Evaluation of the structural model in SEM-PLS involves assessing the goodness of the model by using the 

𝑅2 determination coefficient for each endogenous latent variable, which represents the predictive power of the 

model. The 𝑅2 values are obtained as follows: 
Table 5. Value R-Square 

Variable R-Square 

Interest in Finding a Job 0.411 

Motivation for Finding a Job 0.568 

Company Reputation 0.782 
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 From the resulting 𝑅2 values, it is indicated that the model is classified as a moderate model (more than 

0.333 less than 0.67). Evaluation of the structural model can also be done by looking at the path parameter 

coefficients (path coefficients) between latent variables. 

Table 6. Path Coefficient Value 

Relationship Path coefficients 

Compensation -> Company Reputation 0.319 

Work Environment -> Company Reputation 0.589 

Company Reputation -> Interest in Finding a Job 0.641 

Company Reputation -> Motivation for Finding a Job 0.754 

From Table 7, the exogenous variable (Compensation) to the mediating variable (Company Reputation) has 

a value of 0.319, and the exogenous variable (Work Environment) to the mediating variable (Company Reputation) 

has a value of 0.589. Therefore, the direction of the relationship between the two is positive. On the other hand, 

the mediating variable (Company Reputation) on the endogenous variable (Interest in Finding a Job) has a value 

of 0.641. It has a value of 0.754 on the endogenous variable (Motivation for Finding a Job). 

3.4. Segmentation Analysis with FIMIX-PLS 

 Results from the FIMIX-PLS analysis using SmartPLS 4 is the formation of the number of segments based 

on several criteria that have been determined. 

Table 7. AIC3, BIC, and EN Criteria 

Criterion 1 segment (without segmentation) 2 segments 

AIC3 1932.023 1361.176 

BIC 1951.826 1403.61 

EN 0 0.968 

 Based on Table 8, a comparison of 2-segment models has better AIC3, BIC, and EN values (smaller, EN > 

0.5) compared to unsegmented models. Segmentation is obtained from the probability value of each segment 

membership. Here are the segment sizes (segment size) from the analysis carried out. 

Table 8. Segment Size (segment size) in percent 
 Segment1 Segment2 

% 0.778 0.222 

 Table 9 shows that the size of the 1st segment is 77.8% (265 samples), and the 2nd segment is 22.2% (75 

samples). Segment 1 (77.8%): This group is likely to have more consistent relationships between the variables in 

the model, according to the overall relationship structure in the path coefficient table. As this segment accounts 

for most of the sample, the general pattern or relationship between the variables in the model is more characteristic 

of this segment. Segment 2 (22.2%): This smaller segment may have different characteristics when assessing the 

relationships between variables, e.g., the preferences or factors that influence their interest and motivation to find 

a job may differ from Segment 1. Heterogeneity in this segment may indicate the presence of unique groups in the 

data that respond differently to the variables. 

 

4. CONCLUSION 

Based on the results of the discussion, there are 25 significant indicators. In this research model, the R2 

level is 41.1% for the interest in finding a job variable and 56.8% for the motivation variable to find a job where 

this figure has meaning for the moderate model. In the structural equation model path, there are 4 significant paths 

with 2 paths being mediation, the path is the influence of compensation on the company's reputation, the work 

environment on the company's reputation, the company's reputation on the interest in finding a job, and the 

company's reputation on the motivation to find a job. The segmentation formed through FIMIX-PLS analysis 

based on the AIC3, BIC, and EN criteria formed 2 segmentations with the 1st segment 77.8% (265 samples) and 

the 2nd segment 22.2% (75 samples). 
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