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Abstract: Indonesia is rich in natural resources, including oil and gas, and it manages these strategic assets 

through state-owned enterprises, one of which is PT Pertamina. Pertamina is responsible for domestic fuel 

production, distribution, and price stabilization. To improve efficiency and transparency, Pertamina developed 

the MyPertamina application that enables cashless fuel purchases, stock monitoring, and up-to-date price 

information. The application aims to streamline distribution and control fuel prices, thus helping to stabilize 

the cost of goods and services. MyPertamina also ensures subsidized fuel distribution is more effective and 

targeted by identifying and verifying subsidy recipients, reducing the potential for abuse. A sentimental analysis 

of subsidized fuel user reviews using this application is needed to understand the public's views. This research 

uses the Support Vector Machine (SVM) method to analyze the sentiment of MyPertamina app reviews. This 

research produced a stable model. Out of 200 reviews, 190 were negative, and nine were positive, with an SVM 

model accuracy of 97%. Wordcloud visualization shows the words that appear frequently in each sentiment. 

Positive reviews appreciated the photo verification feature, easy payment, and good service. Negative reviews 

included verification difficulty, app error, and feature failure. 
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1. INTRODUCTION 

Fuel oil (BBM) is an essential necessity for society in the modern era. Fuel use in various sectors, such as 

households, industry, and transport, plays a vital role in determining fluctuations in the prices of goods and 

services. A spike often follows any increase in fuel prices in the price of necessities as fuel is a major component 

in the cost of production and distribution of goods [1]. Conversely, decreasing fuel, prices can reduce inflationary 

pressures and lower the prices of goods the community needs. This is particularly relevant in Indonesia, which is 

rich in natural resources, including oil and gas mines, which are considered strategic assets. The state manages 

these resources through State-Owned Enterprises (SOEs). One of Indonesia's SOEs managing oil and gas mining 

is PT Pertamina. PT Pertamina is responsible for the production and distribution of fuel in the country and plays a 

vital role in fuel price stabilization. PT Pertamina has developed a digital application called MyPertamina to 

improve efficiency and transparency. This application allows consumers to access various services, such as 

cashless fuel purchases, fuel stock monitoring, and the latest price information. With this application, it is expected 

that fuel distribution will be more efficient and fuel prices more controlled, which can help stabilize the prices of 

goods and services in the market [2]. 

PT Pertamina created the MyPertamina application to ensure that the distribution of subsidized fuel, such 

as diesel and pertalite, is more effective and targeted. This application requires subsidy recipient vehicles to register 

their personal and vehicle data. With this system, Pertamina can monitor and ensure that fuel subsidies are received 

by those entitled [2], [3]. PT Pertamina has also introduced various innovations in the payment system to provide 

convenience to consumers in transactions. MyPertamina allows users to make digital payments with loyalty point 

bonuses, which can be used to get attractive offers. The application also provides a monthly fuel purchase 

recording system so users can easily track their fuel consumption [3]. In addition to these features, MyPertamina 

also provides a service to find the location of the nearest Pertamina petrol station, making it easier for users to find 

a place to refuel. 
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The features in MyPertamina serve as a complete solution for fuel users, providing convenience, speed, and 

security when carrying out vehicle fuel purchase transactions. This application allows PT Pertamina to collect data 

valuable for planning and managing future fuel distribution and improving customer service with more structured 

feedback. In addition to being a medium for transactions, the MyPertamina application is also a means for 

consumers to get a reward and vouchers that can be used for transaction benefits at various Pertamina petrol 

stations. MyPertamina application can be downloaded on Android and IOS operating systems through Google 

PylaStore and App Store [4]. 

Through this application, the government can identify and verify subsidy recipients more accurately and 

reduce the potential for subsidy abuse. To understand the public's opinion about this policy, sentiment analysis of 

subsidized fuel user reviews using the MyPertamina application is required. This research was conducted due to 

the urgent need to ensure that the fuel subsidy policy is effective and well-targeted [5]. User reviews of the 

MyPertamina app show that many users give unfavorable feedback, indicating problems in policy implementation 

and app usage. 

To analyze this problem more accurately and effectively, this research uses the Support Vector Machine 

(SVM) method, which has the advantage of producing smoother and more stable models [6]. SVM generates 

smoother, more stable models for handling large and varied review data. The main advantage of SVM is its ability 

to cope with the problems of narrow margins and irregular data, which are often found in user reviews [7], [8].  

By minimizing a smoother objective function, SVM can reduce overfitting and produce more accurate and 

consistent predictions. 

Research conducted by Wahyudi and Kusumawardana [6], which analyzed sentiment on Grab application 

review data using the SVM algorithm, showed an accuracy rate of 85.54%. The word ‘ovo’ was identified as a 

word that often appears in positive reviews, while the word ‘driver’ often appears in negative reviews. Another 

study involving sentiment analysis using the SVM method was conducted by Ilmawan and Mude [9], comparing 

the performance of the SVM and Naïve Bayes methods. The results showed that the SVM method had the highest 

accuracy rate, 81.46%, compared to the Naïve Bayes method, which reached 75.41%. In addition, sentiment 

analysis of Zoom Cloud Meetings application review data using the SVM method resulted in an accuracy rate of 

81.22%, while the Naïve Bayes method only reached 74.37% [10]. 

Based on the above results, this research will focus more on analyzing the sentiment of MyPertamina 

application user reviews using the SVM method. The results are expected to provide valuable insights for the 

government and PT Pertamina in improving and optimizing services so that the distribution of fuel subsidies can 

run more effectively and application users feel more satisfied. 

 

2. METHODOLOGY 

2.1. Data Description 

The data used in this study were taken from Indonesian reviews of the MyPertamina application. The 

selected reviews are then separated into two categories: positive reviews and negative reviews. Positive reviews 

are responses or those with a rating of 4-5 on the MyPertamina application, while negative reviews are responses 

with a rating of 1-3 on the MyPertamina application.   

2.2. Research Methods 

In this research, data collection techniques are carried out through web scraping of the MyPertamina 

application on the Google Play Store to collect information about downloading the application. This process aims 

to identify the usage pattern of a person's MyPertamina application. After the data is collected through web 

scrapping from the Google Play Store, the next step is to preprocess it to ensure its quality and usefulness for 

further analysis. The preprocessing process starts with data cleaning, which removes duplicates, fills in missing 

values, and fixes inconsistencies in the data [11]. After that, additional relevant features are added to enrich the 

information. Then, the processes of tokenization and lemmatization are applied to the text data to break down 

sentences into individual words and convert the words to their base form, which is useful for further text analysis 

[12]. Stopwords or common words that do not provide significant meaning, such as "and," "which," and "in," are 
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also removed to focus on essential words [13]. Finally, exploratory data analysis (EDA) is performed to understand 

the distribution of data and identify patterns, anomalies, and relationships between features [14]. By performing 

this comprehensive preprocessing, the resulting data is ready for further analysis and the construction of more 

accurate predictive models, ensuring that all categories of generated data are treated fairly and informatively. 

Once the preprocessing stage is complete, the next step is to build a predictive model to analyze the 

processed data. The modeling process begins by using the SVM algorithm. The next step is to train the model 

using the training data and adjust the hyperparameters to optimize model performance. Model evaluation is 

performed using various metrics such as accuracy, precision, recall, and F1-score to evaluate model performance 

and ensure that the model can predict accurately [15]. Accuracy measures how often the model gives correct 

predictions overall, while precision measures how often the model's optimistic predictions are accurate. Recall 

measures how the model can usually identify positive classes overall. F1-score is the harmonic mean of precision 

and recall, which gives an overall picture of the model's performance. The Confusion Matrix provides a visual 

representation of the model's performance in correctly predicting each class [16]. By conducting a comprehensive 

evaluation using these metrics, we can better understand how well our model predicts MyPertamina user data from 

the Google Play Store. Careful evaluation will help ensure that the developed model can provide accurate and 

valuable insights for further app development. The research flow described above can be found in Figure 1. 

 

Figure 1. Stages of Research 

 

3. RESULTS AND DISCUSSION 

The data used are reviews from users of the MyPertamina Application. In the cloud stage, descriptive 

analysis is carried out to show satisfaction reviews from users of the MyPertamina application. 

 

Figure 2. User Rating on MyPertamina App 

Figure 2 shows that the use of the MyPertamina application is not fully maximized; it could be noticed that some 

users give a rating of 1 or feel dissatisfied with the application provided. 
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The training data that is tested is taken through the scraping process shown in Figure 3. Comments include 

several columns such as username, score 1-5, date, and user comment content on a MyPertamina application using 

the Python programming language, and the data obtained is 200 data. Review data obtained will be labeled Positive 

and negative labels, scores 1-3 will be labeled negative, and scores 4-5 will be labeled positive. 

 

Figure 3. Scrapping MyPertamina App Rating Data 

After the data is obtained, data preprocessing will be carried out in various stages, such as eliminating 

columns that are not needed, case folding, tokenizing, normalization, and stemming, to get the results we want. 

The results of preprocessing MyPertamina application comment review data can be clearly understood by 

visualizing it in positive and negative opinions. This visualization using a word cloud will display the words that 

appear the most or words that often occur in a sentiment review. The more the word appears or is used when giving 

a review, the larger the size of the word displayed in the word cloud visualization. The results of the positive 

sentiment word cloud are shown in Figure 4. 

 

Figure 4. Positive Sentiment Wordcloud Results 

‘Based on the visualization of Figure 4, it is noticed that the positive sentiment reviews have some prominent 

words such as can, appropriate, photo, me, payment, service, listening, and others that show positive opinions 

towards MyPertamina app reviews. Therefore, it could be hypothesized that this application makes it easy for users 

to do various things ("can"), appreciate the verification or documentation feature through photos, easy payment, 

and good officer service to users. The visualization results for negative sentiment can be seen in Figure 5. 

 

Figure 5. Negative Sentiment Wordcloud Results 
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The results of negative sentiment reviews produce several prominent words such as can't, no, error, update, 

please, long transaction, always, only, and several other words that show negative opinions on MyPertamina 

application reviews. Therefore, it can be hypothesized that this application has many complaints from users, such 

as difficulties in the verification process, frequent errors, and "can't," indicating a failure of the function or feature 

of the application that users want to use. 

The accuracy of the SVM is tested in the model evaluation process. Table 1 shows the results of the SVM 

model's precision, recall, and F1-Score measurements. 

Tabel 1. Classification Report 

 Precision Recall F1-Score 

Negative 0.97 1.00 0.98 

Positive 0.00 0.00 0.00 

Accuracy   0.97 

 The precision value indicates the number of correctly classified 0 (negative) value category data against the 

total positive classified data. Recall shows the percentage of positive category data the system correctly classified. 

The F1-Score value combines the recall and precision values. Table 1 shows that the accuracy value in sentiment 

analysis of MyPertamina application comment reviews using the SVM model is 97%. Positive sentiments that can 

be used as a hypothesis reference are that this application allows users to do various things ("can"), appreciate the 

verification or documentation feature through photos, easy payment, and good worker service to users. As for the 

negative sentiment, it states that this application has many complaints from users, such as difficulties in the 

verification process, frequent errors, and "can't" indicates a failure of the function or application feature that users 

want to use. 

 

4. CONCLUSIONS 

The sentiment analysis of user comment review data on the MyPertamina application using the SVM 

algorithm is carried out at stages ranging from Data Understanding, Data Preprocessing, Word visualization, Data 

Preparation, and Modeling to Testing. The accuracy of the model produced using the SVM method gets a value 

of 97%. Positive sentiments that can be used as a hypothesis reference are that this application allows users to do 

various things ("can"), appreciates the verification or documentation feature through photos, easy payment, and 

good worker service to users. As for the negative sentiment, it states that this application has many complaints 

from users, such as difficulties in the verification process, frequent errors, and "can't" indicates a failure of the 

function or application feature that users want to use. 
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