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Abstract: PM10 refers to airborne particulate matter with a diameter of 10 micrometers or less. The 

potential health hazards associated with PM10 are a growing concern and continue to be the focus of 

extensive research. This research utilizes PyCaret, a library to accelerate the process of modeling and 

experimentation in the field of machine learning (ML) and data science. This research compares the 

performance of three decision tree-based models, Extra Trees, Random Forest, and XGBoost, in predicting 

PM10 particulate levels, presenting data and visualizations for each model's predictions. The data used is 

ISPU data at five air quality monitoring stations in Jakarta, with the primary dataset of PM10 in 2021. The 

forecast results show an increasing graph pattern, with higher fluctuations in XGBoost. The Extra Trees 

model performs best, with MASE 0.8808, RMSSE 0.8113, MAE 12.6173, RMSE 14.7436, MAPE 0.2433, 

SMAPE 0.207, and R² -1.2013.  
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1. INTRODUCTION 

Due to rapid economic development, Indonesia has substantially increased pollutant emissions and 

atmospheric pollution levels, particularly in major cities. This issue is further exacerbated by frequent biomass 

burning and urban air pollution, which often occur consecutively in several wildfire-prone[1]. Jakarta, one of 

Southeast Asia's most densely populated metropolitan areas, is especially affected and faces serious air quality 

challenges [2].  

Air pollution has become a pressing global issue, demanding immediate attention due to its detrimental 

effects on both public health and environmental sustainability [3]. Harmful atmospheric substances characterize 

it, including gases, chemicals, and particulate matter. Among the most concerning pollutants is Particulate Matter 

(PM), which consists of microscopic particles such as dust, smoke, and soot. PM10 refers to particles with a 

diameter of 10 micrometers or less—small enough to penetrate deep into the respiratory system and cause severe 

health problems, particularly in densely populated urban environments with elevated pollution levels [4],[5]. 

Decision tree-based algorithms are often applied in this context to predict PM10 concentrations due to their 

simplicity, flexibility, and ability to handle both numerical and categorical inputs. [6] Popular examples of these 

models include Random Forest, Extra Trees, and XGBoost [7]. Random Forest, for instance, consists of an 

ensemble of decision trees. Each tree is generated from a different subset of the training data and random subsets 

of features. The final prediction is made by averaging the predictions from all individual trees, making it less prone 

to overfitting. Random Forest models are particularly useful for time series data, such as predicting PM10 

concentrations, because they handle multiple features effectively and can generalize well to new data [8]. Extra 

Trees, or Extremely Randomized Trees, is a variant of Random Forest. Like Random Forest, it also utilizes an 

ensemble approach but differs by selecting features and randomly splitting points during tree construction. This 

approach can reduce overfitting further and improve the model's performance on complex time series data [9]. 

XGBoost (Extreme Gradient Boosting) is another powerful model in the family of decision trees. Unlike Random 

Forest and Extra Trees, XGBoost builds trees sequentially, where each new tree corrects the errors of the previous 

ones. It has proven to be highly effective in regression tasks, such as forecasting PM10 levels, due to its ability to 

handle complex relationships and its robustness against overfitting [10], [11]. 

https://ojs3.unpatti.ac.id/index.php/variance/
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Due to its health and environmental impacts, several studies have applied machine learning to forecast PM10 

levels. In Bulgaria, Random Forest was used effectively with meteorological data, achieving high accuracy in 

short-term PM10 predictions [12]. Similarly, in South Korea, XGBoost and LightGBM were tested, with XGBoost 

showing slightly better accuracy, while LightGBM offered faster training time [13]. The study of 

Thiruvananthapuram, India, demonstrated that Extra Trees outperformed both Random Forest and XGBoost in 

forecasting daily PM10 levels, achieving a high R² of 0.945 and an RMSE of 8.174 μg/m³. These findings suggest 

that Extra Trees can provide valuable insights for air quality management strategies [14]. 

Although these models show promise, most studies focus on different regions and use varied setups, making 

direct comparison difficult. They often differ in data sources, input variables, and evaluation methods. There is a 

lack of studies directly comparing Random Forest, Extra Trees, and XGBoost models under consistent conditions, 

especially for PM10 forecasting in Jakarta. Additionally, the use of advanced error metrics such as RMSSE, 

SMAPE, and MASE remains underexplored, which limits model evaluation depth and reliability. The aim of this 

research is not only to provide an overview of model performance comparison but also to provide forecasts from 

each model, which related to particulate matter (PM10) concentration forecasts can be utilized. This research can 

also be a reference for forecasters in predicting PM10 particulates, improving forecast accuracy. 

 

2.2. METHODOLOGY 

2.1. Study Area 

This study was conducted in DKI Jakarta Province, which is located at geographical coordinates between 

5°19'12" S - 6°23'54" S and 106°22'42" E - 106°58'18" E (Figure 1) [15]. The orange strip pattern shows the 

research area with the city description, and the black box shows the location of Jakarta in Java Island, Indonesia. 

 
Figure 1. Study Area 

2.2. Data Sources 

The dataset used in this study was obtained from the Jakarta Open Data portal, specifically from the Air 

Pollution Standard Index (ISPU) dataset, which includes SPKU data collected from five air quality monitoring 

stations across DKI Jakarta. These stations are Sta Bundaran HI (Central Jakarta), Sta Kelapa Gading (North 

Jakarta), Sta Jagakarsa (South Jakarta), Sta Lubang Buaya (East Jakarta), and Sta Kebon Jeruk (West Jakarta) [16], 

[17]. The dataset covers the year 2021 and was compiled into an Excel format. It represents the overall air quality 
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in Jakarta; this study used the average PM10 readings from all five monitoring stations to generate a single daily 

concentration value. The data can be accessed at https://data.jakarta.go.id/. 

2.3. Analysis Method 

The method used in this study is quantitative descriptive, where the data can be directly analyzed statistically 

to conclude [18]. The research steps started with collecting data in CSV format and processing with an Excel 

application by compiling tables with time index and particulate value (pm10). The next step will be Data 

Preprocessing on the Google Collab web to correct missing values in the data; the data is then stored using the 

system on Google Drive, which will be connected to Google Colab, which already has the pycaret.ary library [19]. 

Model Processing begins with installing the Pycaret machine learning package and importing data into Google 

Colab. Data imported on Google Collab will be set up with Hyperparamer to organize the model training space 

(Table 1) [20]. After that, the performance of the three models is compared by adding the include parameter to the 

compare_models command. 

Table 1. Hyperparameters Syntax 

No Hyperparameters Syntax Value 

1. Forecasting Horizon fh 30 

2. session session_id 123 

3. seasonal seasonal_period 7 

4. fold fold 11 

5. Remove Harmonic remove_harmonics True 

6. Fold Strategy fold_strategy Sliding 

7. Coverage coverage 0.7 

8. Verbose verbose True 

Table 2. Models Syntax 

No Models Syntax 

1. Extra Trees et_cds_dt 

2. Random Forest rf_cds_dt 

3. XGBoost xgboost_cds_dt 

After running the model, each model will obtain the error value in the form of MASE, RMSSE, MAE, 

RMSE, MAPE, SMAPE, and R2. As a result, the best model can be determined [21]. The equations used to 

calculate the error are shown below.  

1) Root Mean Squared Error (RMSE) 

Root Mean Square Error (RMSE) is a metric that measures the average magnitude of prediction errors by 

calculating the square root of the average squared differences between predicted (𝑥𝑎) and observed (𝑥𝑎) 
values. RMSE is sensitive to significant errors, making it useful when minimizing them is essential. The 

range of RMSE is from 0 to infinity, with 0 indicating perfect predictions and higher values reflecting larger 

errors [22]. The equation is: 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑥𝑎 − 𝑥𝑎)2

𝑛

𝑎=1

 

2) Mean Absolute Error (MAE) 

Mean Absolute Error (MAE) is another metric used to evaluate model accuracy. Unlike RMSE, it calculates 

the average of the absolute differences between the predicted values (𝑥𝑎) and the observed values (𝑥𝑎), 

treating all errors equally. The range of MAE is from 0 to infinity [23]. The equation is: 

𝑀𝐴𝐸 =  
1

𝑛
∑|𝑥𝑎 − 𝑥𝑎|

𝑛

𝑎=1

 

 

https://data.jakarta.go.id/
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3) Mean Absolute Percentage Error (MAPE) 

Mean Absolute Percentage Error (MAPE) is a metric used to evaluate prediction accuracy by calculating 

the absolute percentage error for each observation. The absolute error for each period is divided by the 

observed value, and the result is averaged over all periods. The range of MAPE typically falls between 0% 

and infinity, where 0% indicates perfect accuracy and larger values reflect greater discrepancies [24]. The 

equation is: 

𝑀𝐴𝑃𝐸 =
1

𝑛
∑ |

𝑥𝑎 − 𝑥𝑎

𝑥𝑎
| × 100

𝑛

𝑖=𝑎

 

4) Root Mean Square Scaled Error (RMSSE) 

Root Mean Squared Scaled Error (RMSSE) is an improved version of MASE that avoids the problems found 

in MAPE and SMAPE. It scales the model’s mean squared error using the MSE from a simple reference 

method that predicts each value based on the previous one, making the metric more stable and reliable. Its 

value ranges from 0 to infinity, with lower values indicating better accuracy[25]. 

𝑅𝑀𝑆𝑆𝐸 = √

1
𝑛

∑ (𝑥𝑎 − 𝑥𝑎)2𝑛
𝑎=1

1
𝑛 − 1

∑ (𝑥𝑎 − 𝑥𝑎−1)2𝑛
𝑎=1

 

where: 

𝑥𝑎 : actual observed value at time step a 

𝑥𝑎 : predicted value at time step a 

𝑥𝑎−1 : observed value at the previous time step 

𝑛 : number of observations 

5) Symmetric Mean Absolute Percentage Error (SMAPE) 

Symmetric Mean Absolute Percentage Error (SMAPE) is an evaluation metric for prediction accuracy in 

time series models. It improves upon MAPE by normalizing the absolute error using the average of the 

absolute observed and predicted values. The general range of SMAPE is 0% to 200%, where lower values 

indicate better model accuracy [26]. 

𝑆𝑀𝐴𝑃𝐸 =
100

𝑛
∑

|𝑥𝑎 − 𝑥𝑎|

|𝑥𝑎| − |𝑥𝑎|
2

𝑛

𝑎=1

 

6) Mean Absolute Scaled Error (MASE) 

Mean Absolute Scaled Error (MASE) is a forecasting accuracy metric that scales the prediction errors using 

the average absolute error from a simple reference model based on training data. A value less than 1 indicates 

that the forecasting model performs better than the reference method, while a value greater than 1 means it 

performs worse [27]. 

𝑀𝐴𝑆𝐸 =

1
𝑛

∑ |𝑥𝑎 − 𝑥𝑎|𝑛
𝑎=1

1
𝑛 − 1

∑ |𝑥𝑎 − 𝑥𝑎−1|𝑛
𝑎=1

 

where: 

𝑥𝑎 : actual observed value at time step a 

𝑥𝑎 : predicted value at time step a 
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𝑥𝑎−1 : observed value at the previous time step 

𝑛 : number of observations 

7) Coefficient of Determination (𝑅2) 

The coefficient of determination (𝑅2) is a statistical measure used to evaluate how well a model's predictions 

match the actual data. It represents the proportion of the total variation in the observed values that the model 

can explain. 𝑅2 values range from 0 to 1, where 0 indicates that the model does not describe any of the 

variability in the data, and 1 indicates perfect prediction. In some cases, 𝑅2can be negative, which means 

the model performs worse than simply using the mean of the actual values [28]. The formula is given as:  

𝑅2 = 1 −
∑ (𝑥𝑎 − 𝑥𝑎)2𝑛

𝑎=1

∑ (𝑥𝑎 − �̅�)2𝑛
𝑎=1

 

where: 

𝑥𝑎 : actual value at position a 

𝑥𝑎 : predicted value at position a 

𝑥𝑎−1 : mean (average) of the actual values 

𝑛 : number of data points 

Furthermore, analysis will be carried out with the create_model command for the three models. Then, 

predictions for each model are made on the existing data, and the results are plotted with the plot_model command 

[29]. The last step is the conclusion of the research. The research framework is shown in Figure 2. 

 

Figure 2. Methodology Framework 

 

3. RESULTS AND DISCUSSION 

3.1. Data Processing 

The PM10 index dataset (µg/m³) was compiled into a single time series row using the Excel application, 

allowing for streamlined visualization and analysis. The dataset was then plotted in graphical form to observe the 

variation in PM10 concentrations throughout 2021. The graph showed that PM10 levels fluctuated over the year 

with a clear pattern. The highest concentration values were recorded in October and December, while the lowest 

values occurred in January and December (Figure 3). A decomposition analysis was also performed using a 

seasonal period of 7, reflecting the weekly pattern identified in the time series. The trend component displayed a 

rise in values around the middle of the year, and the residual component remained near zero, indicating that the 

data had minimal noise and was of good quality (Figure 4). This analysis served as a step to confirm data reliability 

before further steps. 

Conclusion End Predicition Plot Models Prediction 

Performance 

Analysis 
Comparing model  Start  Processing Data 
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Figure 3. PM10 Timeseries 2021 

 
Figure 4. Decomposition Chart 

3.2. Models Comparison 

Based on the performance comparison analysis of the three models with the Pycaret library. The smallest 

error values (marked in blue) of the three models are shown in Table 3. It is evident that among the three decision 

tree models, Extra Trees demonstrates the best performance, as the analysis results show the smallest error values 

across all accuracy criteria. 

Table 3. The Decision Trees Model from Performance Comparison 

No Models MASE RMSSE MAE RMSE MAPE SMAPE R2 

1. Extra Trees 0.8808 0.8113 12.6173 14.7436 0.2433 0.2433 -1.2013 

2. Random Forest 0.9151 0.8485 13.1001 15.4169 0.2505 0.2505 -1.4694 

3. XGBoost 0.9446 0.9106 13.5577 16.6245 0.2622 0.2622 -1.8998 
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3.3. Models Performance 

The three models analyzed for accuracy forecast the data in the next 30 days. Visualization of the 

predictions can be seen in Figure 5. All three models produce similar graphical patterns. The Extra Trees model 

predicts values closer to the actual values, the Random Forest predicts slightly larger values and the XGBoost 

model produces results that appear to fluctuate. 

 
(a) 

 
(b) 

 
(c) 

Figure 5. Extra Trees (A) , XGBoost (B), Random Forest (C) (Blue) vs Actual (Orange) 
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Figure 5. Scatter Plot of Extra Trees , XGBoost, Random Forest 

Figure 6 shows the scatter plot of prediction results (abscissa) and observations data (ordinate). The color 

difference shows how far the prediction value is from the actual value. RMSE, MAE, and R2 are error values 

between predictions and observations. The three models have slightly different patterns, with the Extra Trees and 

Random Forest prediction trend showing an increase while the XGBoost model shows a decrease in the prediction 

trend line. 

 

4. CONCLUSION 

The prediction results of the three models show a relatively similar graphical pattern, which is experiencing 

an increase, but there are higher fluctuations in the XGBoost prediction. According to the performance comparison 

result of the three models in predicting particulate ISPU data (pm10) by utilizing three Decision tree models, 

namely Extra Trees, Random Forest, and XGBoost, it is found that the Extra Tree model produces the best 

performance with MASE 0.8808, RMSSE 0.8113, MAE 12.6173, RMSE 14.7436, MAPE 0.2433, SMAPE 0.207, 

and R2 -1.2013. It can be concluded that the best model for predicting particulate ISPU data (pm10) is the Extra 

Trees model. 
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